
Futuristic Trends in Computing Technologies and Data Sciences 

e-ISBN: 978-93-6252-901-5 

IIP Series, Volume 3, Book 3, Part 3, Chapter 2 

EARLY DETECTION OF ALZHEIMER DISEASE USING DEEP LEARNING TECHNIQUES 

 

Copyright © 2024 Authors                                                                                                                       Page | 32 

EARLY DETECTION OF ALZHEIMER DISEASE 

USING DEEP LEARNING TECHNIQUES 
 

Abstract 

 

Alzheimer's disease is an incurable 

brain disease that affects thinking and 

memory. AD affects the entire liver, leading 

to its shrinkage and eventual death. Early 

diagnosis of AD is important for better 

treatment. Machine learning (ML) 

isanoffshoot of artificial intelligence that 

uses multiple scenarios and optimization 

techniques to help computers extract results 

from large amounts of complex data. 

Therefore, the researchers focused on using 

machine learning to recognize the early 

stages ofAD.Many methods achieved the 

expected accuracy but were evaluated on 

different disease registries not proven by 

different models, making direct 

comparisons difficult. In addition, 

preprocessing, the number of features 

important for feature selection, class 

inequality, and many other factors can affect 

the accuracy of the estimation. To overcome 

these limitations, this article reviews, 

analyzes, and evaluates recent work in the 

early stages of AD using machine learning 

techniques. The proposed model includes 

the first step in advance, followed by the 

importance of character selection and 

classification along with mining policy. In 

addition, the proposed study is conducted 

using a model-based approach that provides 

opportunities for research into the early 

detection of AD with the ability to 

distinguish AD from health management 

using deep learning algorithms.In current 

studies, DL techniques such as Enhanced 

CNN, VGG16, AlexNet, and MobileNet are 

used. 
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I. INTRODUCTION 

 

Alzheimer's disease (AD) is dementia typed characterized by cognitive and behavioral 

problems that begin in middle age. The pathology is characterized by the presence of neuritic 

plaques and overt brain cell degeneration in the brain. Symptoms usually develop slowly and 

are severe enough to affect daily life.AD is not just a geriatric disease, although the most 

important risk factor is old age. In the early stages, memory is mild, and in the later stages, 

the patient's ability to speak and feel is greatly reduced. Current treatments cannot stop 

Alzheimer's disease (AD), but early detection can help determine the severity of the disease 

and improve patients' quality of life. It has been reported that the number of Alzheimer's 

patients will double in the next 20 years (Zhang, 2011) and 1 out of 85 people will be 

affected by 2050 (Ron Brookmeyer, 2007). Therefore, a better accurate diagnosis is so 

important, especially in the early stages of Alzheimer's disease. People with pneumonia often 

have a runny nose, fever with chills, shortness of breath, severe pain or chest pain when 

breathing deeply, and rapid breathing. Confusion may be the most important symptom in 

adults. Machine learning is used to interpret and analyze data. It can also share schema and 

data structure. It saves time (Mitchell T, 1997) and effort (Duda RO, 2001), while allowing 

decisions that cannot normally be made using operational procedures. Machine learning 

techniques are widely used in computer diagnostics, especially in the search and distribution 

of brain data using CRT images, in medical image mining (Supekar, 2008) and retrieval 

(Book heimer, 2000), and many other applications (Cruz, 2006). Department of Disease 

(Cruz, 2006) and X-ray (Patrician, 2004) AD specialists are often late in using machine 

learning for AD prediction. Therefore, little information is available in the field of 

Alzheimer's disease prediction and machine learning. However, today's imaging technologies 

and high-throughput diagnostics have overwhelmed us with a large number (even hundreds) 

of cellular, clinical, and molecular parameters. In the current situation, standard assessment 

and human thought hardly come into play. Therefore, we must rely on the use of inclusive 

and unconventional methods such as machine learning. The behavior of machine learning as 

part of disease prediction and visualization is part of the expansion into value (Weston, 2004) 

and therapeutic medicine (Cruz, 2006). 

 

In addition, machine learning plays an important role in AD prediction and prediction. 

To overcome these limitations, a model has been proposed to detect the onset of AD. The 

proposed model will have a preliminary step that will eliminate unnecessary problems in the 

classroom while considering pathological evidence. Selecting important features using 

machine learning techniques helps avoid the problem of too few samples and too many 

features, the curse of length (Cruz, 2006). The model divides the data into training data and 

test data. Training data on limited test data leads to the phenomenon of overtraining (Chaves, 

2010). Therefore, the training data should be chosen to represent a subset of the actual data. 

The model offers a classification system that uses association rule mining with minimal 

support and minimal confidence. This book chapter is organized as a second section 

describing the literature review and critical evaluation. The proposed model is described in 

section IV and V. Finally, conclusions are drawn in section VI. 

 

II. LITERATURE SURVEY 

 

In 2019, Cui et al. published a paper on Combined 3-D Dense Net and image-based 

hippocampal targeting for Alzheimer's disease diagnosis. 
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Dense Net was developed to learn about the visual features of the hippocampal 

region. The final maps are processed with a combination of 3D dense meshes and image 

analysis. Comparison of experimental results and ADNI data with T1-weighted standard MR 

images shows that the proposed method is effective in diagnosing AD and MCI [1]. 

 

In 2020, a paper based on Detection of Alzheimer's disease using transfer learning and 

convolutional neural networks methods was presented at the International Multi-Conference 

on Systems, Signals and Devices. Here article, two methods were 

used to describe AD: CNN and transfer learning. The plan has two main points (interest extrac

tion and distribution). The first step is to split the image into blocks to identify areas, including

 the brain's hippocampus. In the second step, we evaluate CNN and distinguish between 

learning methods. Then we can see better  results showing image classification compared to 

CNN using adaptive learning [2]. 

 

Alzheimer’s disease (AD) remains a major public health problem. This 

neurodegenerative pathology affects generally old people. Its symptoms are loss of memory 

followedover the years by more hard ability of expression and various handicaps. Therefore, 

early detection of AD is become an active research area in recent years. In this paper, we 

propose a deep based method for the detection of AD (i.e. classify brain images into normal 

brain or brain with AD). The proposed method contains two main steps. The first step is 

region of interest extraction; it is based on the partition of the image into separate blocks to 

extract only the part that contains the hippocampus of the brain. The second step is the 

classification of images using two deep based techniques namely convolutional neural 

network (CNN) and Transfer Learning  Alzheimer’s disease (AD) remains a major public 

health problem. This neurodegenerative pathology affects gen- erally old people. Its 

symptoms are loss of memory followed over the years by more hard ability of expression and 

various handicaps. Therefore, early detection of AD is become an active research area in 

recent years. In this paper, we propose a deep based method for the detection of AD (i.e. 

classify brain images into normal brain or brain with AD). The proposed method contains 

two main steps. The first step is region of interest extraction; it is based on the partition of the 

image into separate blocks to extract only the part that contains the hippocampus of the brain. 

The second step is the classification of images using two deep based techniques namely 

convolutional neural network (CNN) and Transfer Learning IEEE published a paper based on 

Interactive Learning for Alzheimer's Disease Diagnosis of 3D-CNN and FSBI LSTM in 

2019. In this paper, a new method consisting of 3D-CNN and FSBi-LSTM is proposed to 

control AD. In particular, a new LSTM network is proposed to replace the FC layer in 3D-

CNN. This method stores as much spatial information as possible in the map specification 

[3]. 

 

In 2022, MDPI published a paper on MRI scanning-based Alzheimer's disease 

diagnosis through neural communication and adaptive learning. In this paper, we propose a 

GAN-CNN-TL model with some of the advantages of more data generation, reduced sample 

detection errors, enhanced auto-subtraction and hyper parameter transformation [4]. 

 

ICOSEC published an article in the IEEE Journal in 2020 on the CNN Model: 

Diagnosis and Classification of Alzheimer's Disease using the MRI. In this study, they 

propose a convolutional neural network classification algorithm for MRI imaging for AD use 

and all images in the three categories used in this study are 1512 bits, 2633 normal, and 2480 
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AD. An incredible 99% accuracy was achieved. Among all results over time, significant 

results were achieved at the 25 thresholds with 99% accuracy[5]. 

 

In 2018, an article about the retrace History of 2D CNN's and ImageNet was 

published at the CVPR conference can be spatiotemporal. The aim of this paper is to 

determine whether the available video data is informative enough to train ultra-deep 

convolutional neural networks (CNNs) with spatiotemporal three-dimensional (3D) kernels. 

As of now, the performance level of 3D CNNs in the recognition field has been greatly 

improved[6]. 

 

At the 2019 ITME conference, a paper was published on the 3D fully convolutional 

Dense Net-based Alzheimer's disease diagnostic model. For the real needs of Alzheimer's 

disease diagnosis, this article presents data with positive and negative test models as well as 

small studies to build a complete 3D convolutional Dense Net classification model. Better 

display of feature information can improve the overall capabilities of the model[7]. 

In 2019, a paper based on Alzheimer's Disease classification from MRI image data using a 

Hybrid Deep Convolutional Neural Networks Cluster was published at IEEE. In this paper, a 

new classification system is proposed to differentiate AD, little mildcognitive impairment 

(MLD) and cognitive impairment patients by using deep reciprocal learning method to process 

spatial data[8]. 

 

In 2018, IEEE published a report on Research Performance of Google Collaboration as 

a tool for Research on Research. This project is a feasibility study of the Google Collaborator 

to accelerate deep learning for computer vision. The results show that the integrated device 

can perform as well as the advanced medical device. The results also highlight that it is better 

to run tests Collaboratively if the research team does not have a more powerful GPU than the 

K80[9]. 

 

A paper on Effective 3D Interactive Simulation using MR images for Alzheimer's 

Disease Diagnosis was published at the ISBI conference in 2017. In this study, they proposed 

a simple 3D convolutional network architecture which provides high-performance AD. 

detection in large data sets. The proposed 3D ConvNet consists of 5 convolutional layers for 

feature extraction and 3 fully connected layers for AD/NC classification [10]. 

 

III.   EXISTING METHOD AND DRAW BACKS 

 

This model reflects current methods of some algorithmic designs using deep learning. 

Here the process is performed using the Google Net, which is one of the transfer learning 

methods, but this could not get the high accuracy. Google Net uses 1x1 convolution, Global 

average pooling and inception module. It takes input of image with 224x224 dimension.  

 

1. Disadvantages of Existing System: 

 Less feature compatibility 

 Low accuracy 
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IV.   PROPOSED METHOD AND ADVANTAGES 

 

In proposed system we are using Modified CNN, MobileNet, AlexNetand VGG16 for 

the Alzheimer’s disease classification. By using these algorithms, we can get better accuracy. 

 
 

Figure 1: Block diagram of proposed method 

 

1.  Advantages of proposed system: 

 Better Accurate classification 

 Less complexity 

 High performance 

 

2. Creating Dataset: The dataset contains MRI images with the Alzheimer’s diseases in 

training of 8062 images and testing of 4387 images. 

 

3. Data Pre-processing: Resize and reshape the image accordingly to show our style in 

order to shape our model. 

 

4. Training: By using the pre-processed training dataset,we train the model using Hybrid 

CNN algorithm along with other deep learning models. 

 

5. Testing: Testing the test dataset using the algorithms to get accuracy according to 

algorithm used 

 

6. Classification: The results will be displayed are which type of Alzheimer’s diseases. 

 Mild Demented 

 Moderate Demented 

 Non-Demented 

 VeryMild-Demented 
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7. Architecture:  

 

 
 

Figure 2: Architecture Diagram of Classification 

 

8. Sequence Diagram: 

• A flowchart in Unified Modelling Language (UML) is an interaction diagram that 

shows how and in what order processes are related. 

• Formation of sentence structure. Sequence diagrams are also sometimes called event 

diagrams, event scenarios, and sequence diagrams. 

 

 
 

Figure 3: Sequence Diagram 
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V. METHODOLOGY 

 

1. Convolutional Neural Network Algorithm 

Step1: convolutional operation 

The first block in concept capture is the convolution function. In this step, we will touch on 

detectors that act as filters for the neural network. We will also talk about maps, how to learn 

about maps, how to recognize patterns, how to report research and results. 

 

 
 

Figure 4: The Convolution Operation 

 

 
 

Figure 5: ReLU Layer 

 

 

Step (1b): ReLU Layer 

The second part of this step will involve correct linear units or Relook. We will teach Relook 

layers and explore the role of linearity in convolutional neural networks. Understanding 

CNNs is not necessary, but a quick run won't hurt your skills. 



Futuristic Trends in Computing Technologies and Data Sciences 

e-ISBN: 978-93-6252-901-5 

IIP Series, Volume 3, Book 3, Part 3, Chapter 2 

EARLY DETECTION OF ALZHEIMER DISEASE USING DEEP LEARNING TECHNIQUES 

 

Copyright © 2024 Authors                                                                                                                       Page | 39 

 
 

 

Figure 6: Convolutional Neural Network Scan Images 

 

 

Step 2: Pooling Layer 

In this section we will introduce the integration and see how it works. But our link here will 

be pooling, max pooling. However, we will focus on different methods, including average (or 

full) pooling. This will conclude with a demo using interactive tools that will blow your 

mind. 

 

Step 3: The Flattening 

This is a simple overview of smoothing process and how we should move from layer pooling 

to smoothing when using CNN. 

 

Step 4: Full Connection Layer 

Here section, we will provide everything in this section. By studying this, you will gain a 

better understanding of how neural networks work and how "neurons" learn to classify 

images. 

 

2. Summary: Finally, we summarize everything below and give a quick rundown of what 

this chapter is about. If you think it's good for you (and maybe it will), you should check 

out more tricks like Soft max and cross-entropy. This course is not required, but when 

working with neural networks you will encounter these concepts and will help you 

understand them. 
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Figure 7: CNN Work Flow 

 

 
 

Figure 8: CNN Architecture 

 

3. VGG16 Algorithm: The network architecture of VGG was presented by Simonyan and 

Zisserman in their 2014 paper "Image Recognition in Large Scale Interactive Networks". 

This network is famous for its simplicity, with only 3x3 convolutional layers stacked 

together and growing in depth. Reduced volume is controlled to maximum. Both sets are 

bound to 4096 based on the Softmax classifier. "16" and "19" represent processes on the 

network. 

 
 

Figure 9:  VGG Architecture 
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4. Mobile Net Algorithm: The Mobile Net algorithm is created for mobile applications and 

also is Tensor Flow’s first mobile computing platform. Mobile Net uses deep partitioning. 

This minimizes the count of inconsistencies contrast to communication with a network of 

the same depth. This facilitates deep neural networks. 

 
 

Figure 10: Depth wiseseparable Convolution Architecture 

 

Depth separation convolution has two operations. 

Depth-wise 

Point wise convolution. 

MobileNet is an open source CNN class from Google so thisgives us a good starting point

 to introduce our small but very fast class. 

 

 
 

Figure 11: The Depth-wise Convolution 
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The argument stems from the point that the depth and length of the filter can be 

separated - hence the name separation. For example, use the Sobel filter to identify edges 

in an image. 

 

 
 

Figure 12: Sobel Filter 

 

Sobel Filter. Gx is vertical edge, Gy is horizontal edge detections The concept 

used to divide the depth dimension from the horizontal dimension (width * height) gives 

the division and creates the depth dimension. Then use 1*1 filter to avoid depth 

measurement. One thing to keep in mind is how many parameters have been reduced to 

make the difference in this match. channel. To create the channel, we need 3 * 3 * 3 

without a depth difference and 1 * 3 without a depth difference. However, if we want the 

output, we only need to filter the depth of 31 * 3 for a total of 36 (= 279) parameters. 

Normal convolution output channel should have 33*3*3 filters and 81 parameters. 

 

A deep discrete convolution is a deep convolution based on the point convolution  

 Depth convolution is a channel-based DK×DK spatial convolution.  

 For example, in the picture above, there are 5 paths. Then we have a spatial 

convolution of 5 MIN × DK.  

 The point convolution is a 1×1 convolution for scaling.  

 Depth convolution. 

 

5. Alex Net: Alex Net is another type of neural network, a deep learning model. The model 

was proposed by Alex Krishev sky as part of a research project. Their work was overseen 

by Geoffrey E. Hinton, a geologist. Alex Krishev sky entered the 2012 Image Net Large-

Scale Recognition Contest (ILSVRC2012) and achieved 15 top 5 errors using the Alex Net 

model.3% is 10.8 points lower than its competitors. AlexNet 8,5and3 layers, as suggested 

by Alex Krizhev sky in his work. Some layer models are based on maximum consolidation 

layers. The network uses the ReLU function as the activation function, which outperforms 

the sigmoid and tangent functions. 
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Figure 13: AlexNet Architecture 

 

The mesh consists of a core or filter with five layers of dimensions 11 x 11.5, 5 x 5, 

3 x 3, 3 x 3 and 3 x 3. Other parameters of the network can be adjusted accordingly; the 

teaching method works.It performs excellently with adaptive learning using weights from 

a pre-trained network on the ImageNet dataset. But in this paper, instead of using pre-

trained weights, we can only define CNN based on the proposed architecture. 

 

 
 

Figure 14: Data Flow Diagram 
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6. Data Flow Diagram(DFD): A data flow chart (DFD) is a way of visualizing the flow of 

information in a system. A short and clear DFD can explain many physical requirements. 

It can be manual, automatic or a combination of both. It shows how information enters 

and leaves the system, what information is changed and where it is stored. The purpose of 

DFD is to show the scope and scope of the entire system. It can be used as a starting point 

for reengineering the system, as a communication tool between the systems analyst and 

anyone with a role in the system. 

VI. TESTING 
 

TEST CASES: 

Table 1: Test case flow Table 

1. Test case: 

 

Input Output Result 

Input text Tested for the 

classification of person’s  

MRI images. 

Success 

    

Table 2: Test cases Model Building 

 

2. Test Cases Model Building: 

 

S.NO Test cases I/O Expected O/T Actual O/T P/F 

1 Read the 

dataset. 

Dataset path. Dataset need 

to read 

successfully. 

Dataset 

fetched 

successfully. 

P 

2 Performing 

pre-

processing on 

the dataset 

Pre-

processing 

part takes 

place  

Pre-

processing 

should be 

performed on 

dataset  

Pre-

processing 

successfully 

completed. 

P 

3 Model 

Building 

Model 

Building for 

the clean 

data 

Need to create 

model using 

required 

algorithms 

Model 

Created 

Successfully. 

P 

4 Classification Input image 

provided. 

Output should 

be the either 

Mild 

Demented or 

Moderate 

Demented 

Or 

NonDemented 

or Very Mild 

Demented 

Model 

classified 

successfully 

P 
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VII. CONCLUSION 

 

In this project we have successfully classified the images of MRI images of a person, 

is either Mild Demented or Moderate Demented or Non-Demented or Very Mild Demented 

using the deep learning algorithms. Here, we have considered the dataset of MRI images 

which will be of 4 different types and trained using Modified CNN with MobileNet, VGG16 

algorithms. After the training we have tested by uploading the image and classified it. 
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