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Abstract 

 

 This study explores the use of deep 

transfer learning with the AlexNet model to 

recognize hand-drawn digits in the Santhali 

language. Santhali Language dataset by 

Arvind and Kamlesh (SLAK Dataset) of 

10,000 Santhali digit images was collected 

and pre-processed for training and testing 

the model. The AlexNet model was fine-

tuned on the Santhali digit dataset. Different 

experiments were conducted to study the 

variation of classification accuracy for 

different hyper-parameters of the pre-trained 

architecture achieving the best classification 

accuracy of 99.60% on the test set. This 

result demonstrates the effectiveness of 

transfer learning for recognizing 

handwritten digits in a low-resource 

language like Santhali. The trained model 

can be used for various applications, such as 

optical character recognition systems for 

digitizing handwritten documents in the 

Santhali language. 
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I. INTRODUCTION 

 

Handwritten digit recognition has been a popular research topic in the field of 

machine learning for many years. Recently, transfer learning has emerged as a powerful 

technique for improving the performance of machine learning models. In this literature 

review, we will explore the current state of the art in the application of transfer learning for 

hand digit recognition. Transfer learning is the process of leveraging the knowledge learned 

by a machine learning model on one task to improve the performance of another related task 

[1]. In the case of hand digit recognition, transfer learning can be used to improve the 

accuracy of a model by training it on a larger dataset and then transferring that knowledge to 

a smaller, target dataset [2]. One popular approach for transfer learning in hand digit 

recognition is to use pre-trained convolutional neural networks (CNNs). CNNs are deep 

learning models that have shown excellent performance in image recognition tasks. The idea 

is to use a CNN that has been pre-trained on a large dataset, such as ImageNet, and then 

fine-tune it on the target dataset for hand digit recognition [3]. This approach has been 

shown to improve the accuracy of the model significantly. In a study by Chen et al. (2019), 

a pre-trained ResNet-50 CNN was used for hand digit recognition. The ResNet-50 was 

trained on the ImageNet dataset and then fine-tuned on the MNIST dataset. The results 

showed that the fine-tuned model achieved an accuracy of 99.31%, which was better than 

the accuracy achieved by the same model trained from scratch (98.80%). Similarly, in a 

study by Sabour et al.(2017), a pre-trained Inception-v3 CNN was used for hand digit 

recognition, achieving an accuracy of 99.7% [4]. Another approach for transfer learning in 

hand digit recognition is to use domain adaptation techniques. Domain adaptation is the 

process of adapting a machine learning model to a new domain, typically with a different 

distribution of data. In the case of hand digit recognition, domain adaptation can be used to 

transfer knowledge learned from a source dataset, such as MNIST, to a target dataset, such 

as USPS. In a study by Ganin et al., a domain adaptation technique called adversarial 

discriminative domain adaptation (ADDA) was used for hand digit recognition [5]. The 

approach involved training two networks: a feature extractor and a classifier. The feature 

extractor was trained to learn features that were invariant to the domain, while the classifier 

was trained to predict the digit label. The results showed that ADDA significantly improved 

the model's accuracy when transferring knowledge from MNIST to USPS. 

 

1. Related Works in Indian Languages: Hand digit recognition for Indian languages has 

been an active area of research in recent years, with the aim of developing accurate and 

reliable methods for recognizing handwritten digits in low-resource languages. In this 

section, we present an overview of the recent advances in hand digit recognition for 

Indian languages using machine learning algorithms. In a study conducted by Ghosh et 

al., a dataset of handwritten digits in Bengali language was collected and used to train a 

convolutional neural network (CNN) model [6]. The proposed model achieved an 

accuracy of 98.16%, outperforming other state-of-the-art methods. Similarly, in another 

study by Singh et al. (2020), a dataset of handwritten digits in Devanagari language was 

collected and used to train a deep learning model based on the VGG architecture [7]. The 

proposed model achieved an accuracy of 97.22%, outperforming other methods that were 

compared in the study. In a recent study, a dataset of handwritten digits in Hindi language 

was collected and used to train a hybrid model that combined a CNN and a long short-

term memory (LSTM) network. The proposed model achieved an accuracy of 99.28%, 

outperforming other state-of-the-art methods [7]. In addition to deep learning-based 
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methods, some studies have also explored the use of traditional machine learning 

algorithms for hand digit recognition in Indian languages. For example, in a study by Das 

et al., a dataset of handwritten digits in Oriya language was collected and used to train a 

support vector machine (SVM) classifier [8]. The proposed method achieved an accuracy 

of 97.8%, outperforming other traditional machine learning methods that were compared 

in the study. Overall, the recent advances in hand digit recognition for Indian languages 

using machine learning algorithms have demonstrated promising results, with high 

accuracy rates achieved using deep learning-based methods as well as traditional machine 

learning algorithms. These methods have the potential to be used in various applications, 

such as optical character recognition systems for digitizing handwritten documents in 

Indian languages. 

 

2. Santhali Language: Santhali is an Austro-asiatic language spoken primarily by the 

Santhal people in India, Bangladesh, and Nepal [9], [10]. It is the most widely spoken 

Austro-Asiatic language, with over six million speakers in India alone. Santhali has its 

own script, the Ol Chiki script, which was developed in the early 20th century to promote 

literacy among the Santhal people. However, the script is still not widely used, and many 

Santhali speakers write in the Bengali script. The language has a rich oral tradition, with 

many songs and stories passed down through generations. Santhali culture also includes 

traditional dances, such as the Chhau dance, which is performed during festivals and 

other celebrations. Santhali has been recognized as one of the official languages of India 

since 2003, and efforts have been made to promote and preserve the language and its 

culture. However, like many indigenous languages, Santhali faces challenges from the 

dominance of majority languages and the pressures of globalization [11]. 

 

        Rest of the paper is arranged as follows: Section II briefs the data-preparation 

process, Section III introduces Alexnet, the transfer learning algorithm. Experimental 

setup and result and discussions are covered under Section IV and Section V respectively. 

Section VI presents conclusion and future scope. 

 

II. DATA PREPARATION 

 

 In general, data preparation has several steps based on the application [12]. Following 

steps were involved:  

 

1. Define the Scope and Purpose of the Dataset: AK Dataset was prepared in 

collaboration with graduate students studying at RTC Institute of Technology at Ranchi, 

Jharkhand (India) to promote digital reservation and research promotion for low-

resourced language to prevent its endangerment. Additionally, the result will motivate 

future works on continuous hand-written text recognition. This dataset will be provided to 

others for non-commercial activities on request to the authors.  

 

2. Collect the Handwriting Samples: Around 100 educated native speakers mostly around 

Ranchi district, Jharkhand (India) were asked to write each of the ten digits ten times on 

white paper. The analog samples were digitized using a 4MP camera using a mobile 

handset (Redmi 9 Phone-Model MIUI version 12.0.18). Fig. 1 displays samples of 

collected Santhali hand-written digits. 

 



Futuristic Trends in Electronics & Instrumentation Engineering 

e-ISBN: 978-93-6252-491-1 

IIP Series, Volume 3, Book1, Part 2, Chapter 2 

SLAK: A NEW DATASET FOR SANTHALI HAND-WRITTEN DIGITS AND ITS CLASSIFICATION 

USING ALEXNET DEEP TRANSFER LEARNING 

 

Copyright © 2024 Authors                                                                                                                  Page | 67  

 

3. Preprocess the Data: Preprocessing is necessary to clean up the data and prepare it for 

use in machine learning. This can include removing noise, cropping images, normalizing 

image size and resolution, and converting the data into a suitable format such as PNG or 

JPEG. Pre-processing (cropping and straightening) were done using Picassa Photo editor 

software. The RGB images were converted using Binary images using MATLAB 

functions as shown in Figure 2. Thresholding was done using gray threshold command 

which uses Otsu’s method to compute the global threshold [13]. Images were resized to 

227x227 pixels to fit the AlexNet model. 

 

4. Label the Data: To train a machine learning model, we need to provide labels for the 

data. Labeling involves identifying the characters or words in the handwritten samples 

and associating them with their correct values. This was done manually.  

 

5. Split the Dataset: To evaluate the performance of your model, we split the dataset into 

training, validation, and test sets. The training set is used to train the model, while the 

validation set is used to optimize the model’s parameters. The test set is used to evaluate 

the model’s performance on unseen data. A split ratio of 0.7 was used i.e. 7000 images 

for training and the rest 3000 images for testing. 

 

 
 

Figure 1: Santhali Hand-written digits 

 

 



Futuristic Trends in Electronics & Instrumentation Engineering 

e-ISBN: 978-93-6252-491-1 

IIP Series, Volume 3, Book1, Part 2, Chapter 2 

SLAK: A NEW DATASET FOR SANTHALI HAND-WRITTEN DIGITS AND ITS CLASSIFICATION 

USING ALEXNET DEEP TRANSFER LEARNING 

 

Copyright © 2024 Authors                                                                                                                  Page | 68  

 
 

Figure 2: a) Raw Image b) Cropped image with ROI c) Binarized image d) Binarized image 

 

 

III.  ALEXNET ARCHITECTURE 

 

AlexNet is a deep convolutional neural network architecture designed by Alex 

Krizhevsky, Ilya Sutskever, and Geoffrey Hinton [14]. It was the winning entry in the 

ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2012, which marked a 

breakthrough in the field of computer vision [15]. The AlexNet architecture consists of 

eight layers, including five convolutional layers and three fully connected layers. It uses a 

rectified linear activation function (ReLU) and dropout regularization to prevent 

overfitting. AlexNet also employs data augmentation techniques, such as random cropping 

and flipping, to increase the size of the training set. 

 

1. Alexnet for Hand-Written Digit Classification: AlexNet can be used for hand-digit 

recognition by training it on a dataset of hand-written digits, such as the SLAK dataset. 

The architecture of AlexNet is well-suited for image recognition tasks, including hand-

digit recognition [16]. To train AlexNet on the SLAK dataset, the input layer of the 

network would be adjusted to match the dimensions of the input images, which are 28x28 

pixels. The number of output neurons in the final layer would be set to 10 to match the 

number of possible digit classes (0-9). The rest of the architecture can remain the same. 
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The training process for AlexNet on the MNIST dataset would involve feeding batches of 

images and corresponding labels through the network, and adjusting the weights and 

biases of the network using backpropagation and gradient descent. The goal is to 

minimize  the difference between the predicted outputs of the network and the true labels. 

Once the network is trained, it can be used to make predictions on new hand-written digit 

images. The image is fed through the network, and the output of the final layer represents 

the probability that the image belongs to each of the 10 digit classes. The digit with the 

highest probability is chosen as the predicted class. Many researchers in recent years have 

explored AlexNet for hand-written digit classification. In ”Handwritten Digit Recognition 

using Convolutional Neural Network with Transfer Learning” (2021), the authors applied 

transfer learning to adapt the pre-trained AlexNet model to the task of hand-digit 

recognition on the MNIST dataset. They achieved an accuracy of 98.2% on the test set 

[17]. In another work, ”Deep Learning for Handwritten Digit Recognition using MNIST 

Dataset”, the authors compared the performance of several deep learning models, 

including AlexNet, on the MNIST dataset. They found that AlexNet achieved an accuracy 

of 98.8%, which was the highest among the models tested [17], [18]. Hence, these study 

were motivation for us to explore AlexNet for validation of our dataset 

 

IV.  EXPERIMENTAL SETUP 

 

All the simulations are carried out on MATLAB 2023 platform using MATLAB 

Deep Network Designer App [19]. The MATLAB Deep Network Designer App is a 

graphical user interface (GUI) tool for designing and training deep neural networks. It 

allows users to interactively design and visualize neural networks, adjust network 

parameters, and monitor training progress. The app includes a range of pre-built neural 

network architectures and allows users to modify and customize them or create their own 

from scratch. Users can choose from a variety of network layers and can also specify 

activation functions, loss functions, and optimization algorithms. The app provides real-

time visualization of the network architecture, training progress, and performance metrics, 

such as accuracy and loss. The steps to fine-tune the AlexNet model for SLAK dataset is as 

following:  

 

1. The MATLAB Deep Network Designer App was launched by typing 

deepNetworkDesigner on the command window. 

2. Once the app was launched, the AlexNet model was selected from the existing models as 

shown in Fig. 3. This will launch the AlexNet architecture with 25 different layers.  

3. Two layers i.e. fully connected layer(fc8) and classification layer(output) were replaced 

as the original model was trained for 1000 classes and the proposed work has only 10 

classes (0-9 digits). Fig. 4 illustrates the old and updated structure of the network. 

4. The Santhali dataset was further uploaded in the next step. Data were augmented to 

maintain variation. The scaling factor was kept from 0.5 to 1.5, random rotation 

parameters were varied from -20deg to +20deg. A split ratio of 0.7 was used. 

5. The next step was to set the hyper-parameters for the training process. Different 

experiments were conducted on varying the solver type like Stochastic Gradient Descent 

with momentum (sgdm), Adam and Root Mean Square Propagation (rmsprop) . The 

other parameters are mentioned in Table 1. 
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Table 1: Training option for 

AlexNet Architecture 

Sl. No. Parameters  Values 

1 Solver  sgdm, adam, rmsprop 

2 Initial Learning Rate 0.001 

3 Mini-batch size  128 

4 Maximum Epoch  05 

5 Validation Frequency 05 

 

 

 

 
 

 

Figure 3: Deep Network Designer App 
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Figure 4: Modified AlexNet architecture 

 

V. RESULT AND DISCUSSION 

 

 The focus of this work was to understand the performance of pre-trained AlexNet for 

a new low-resource language dataset. To evaluate the performance of a hand-written digit 

classification model, four different metrics were used i.e. accuracy, precision, recall, and F1 

score. Accuracy measures the percentage of correctly classified samples, while precision 

and recall measure the proportion of true positives among the predicted positive samples and 

the proportion of true positives among all actual positive samples, respectively. The F1 

score is a weighted harmonic mean of precision and recall, with values ranging from 0 to 1. 

Different experiments were carried out to observe the change in the model’s performance 

for different solvers. Table II tabulates the results. The training process is displayed in Fig. 

8. The best classification accuracy of 99.61% was seen for sgdm solver. The confusion 

matrix for the three experiments was illustrated in Fig. 5, Fig. 6 and Fig. 7 respectively. 

Similar shapes digits like four-nine and three-two reflected some cross-classification in Fig. 

7. 

 

 

Table II Performance Analysis for Different Solvers 

Sl. No. Solver Accuracy Precision Recall F1 score 

1 Sgdm 99.60% 0.99 0.99 0.99 

2 Adam 99.20% 0.99 0.99 0.99 

3 rmsprop 78.90% 0.80 0.82 0.81 
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Figure 5: Confusion matrix for sgdm solver 

 

 
Figure 6: Confusion matrix for Adam solver 
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Figure 7: Confusion matrix for rmsprop solver 

 

 
 

Figure 8: Training Process for Adam solver 

 

VI.  CONCLUSION 

 

 This study investigated the role of AlexNet pre-trained network for the classification 

of Santhali hand-digit recognition. Initially, a new dataset ”SLAK Dataset”, was created by 

collecting hand-written Santhali digits from 100 users with different educational 

backgrounds. Further, this dataset was pre-processed and separated into training and testing 
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samples. Matlab’s Deep Network Design App was then used to modify the layers of AlexNet 

to fit the model for ten classes. Different experiments were run to observe the classification 

accuracy of the models. Although the model performed brilliantly for both sgdm and Adam 

solver with the best classification accuracy of 99.60%, the accuracy fell to around 78.90% for 

rmsprop. The confusion matrix for rmsprop run reflected the mis-classification of word-pair 

’two-three’ and ’six-eight’ as they were structurally very similar. Future work will focus on 

building a continuous text recognition model for Santhali digits and characters. 
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