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Abstract 

 

 The rapid development of 

internet has led to an increase in attack 

methods and malware. Every year, anti-virus 

companies find millions of new variations of 

malware.  Several organizations created 

novel methods to protect persons from such 

scams.  Malware is increasing in frequency, 

variety, and sophistication. To stop this rise, 

novel malware detection approaches should 

be developed. Recent research has shown 

that deep learning is very effective at 

detecting malware in images. For malware 

detection, DL algorithms like modified 

VGG are used with an image-based malware 

dataset. The pre-processed images were used 

to train DL model first. The dataset is later 

segmented into training and testing data. For 

the experimental setting, the proposed 

model, MalNet successfully 

identified malware images. MalNet was then 

used to categorize malware images and was 

compared to other trained models. The 

suggested method produced 

very accurate and precise results. 
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I. INTRODUCTION 

 

Malware is purposefully harmful software created to harm computer systems. 

Recently, there has been a noticeable increase in malware used for illegal and malicious 

purposes. A highly effective method of malware detection is required given the rising trend in 

malware attacks. The majority of commercial antivirus programs use signature-based 

methods, which necessitate local signature databases for the storage of patterns that experts 

have identified in malicious software[1]. Since malware authors use code reuse to create new 

malware and employ code obfuscation approaches, this tactic has significant limitations. As a 

result, many malware infections can go undetected by detection techniques. Static and 

dynamic analysis have both been tested in recent years for malware detection [2]. Detection 

and classification of malware currently use a variety of DL and ML techniques. The majority 

of these methods rely on feature database construction through domain expertise. Researchers 

have employed visualization techniques to address malware family classification issues to 

lower feature engineering costs and domain expert knowledge [3]. 

 

The method suggested here tackles these obstacles by employing DL classifier on 

classification issues employing pre-trained networks and fine-tuning them for malware 

pictures [4]. This is in contrast to traditional ML approaches, that utilize training data to 

develop one hypothesis. However, in contrast to other benchmark ML classifiers, the 

framework of DL methods for malware evaluation and categorization is shallower. 

Additionally, it is difficult to train deep networks with small labeled datasets, whereas DL 

models require an enormous data set made up of annotated pictures [5]. The main issue is 

that the majority of visualization techniques compute the texture resemblance of a grayscale 

image. These methods address the problem of code obfuscation, but they have significant 

computational expenses when extracting complex texture features from malware images like 

LBP and GLCM. When used on large datasets, these feature extraction approaches perform 

less effectively [6]. Therefore, the main driving forces behind this study were how to 

lower the cost of feature extraction, extract pertinent data from raw binary data, and boost the 

precision of malware detection. 

 

1. Categories of Malware Analysis 
 

 
 

Figure 1: Categorization of Malware Analysis 
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 Static Analysis: Static analysis is the practice of examining software without actually 

running it; this type of methodology can be used on many representations of harmful 

data binaries. It assists in locating damage to memory and provides numerous 

examples of how the operating system is proper. The parts of binary files are 

examined and may be disassembled using tools like IDA. Assembly code, which can 

be read and understood by people, is possible to generate from machine code. 

Malware experts are familiar with the instructions for assembling that come with an 

image of the program to run in order to analyze and learn how to compromise the 

system. The binary format may be utilized as the foundation for static analysis. 

 

 Static malware analysis employs a variety of methods to find dangerous 

information in binaries. The methods involve obfuscation, binary representation, 

including file fingerprinting, and operations on the file level, like computation 

techniques like cryptographic, hashing, and MD5, of the binary in order to 

differentiate it from similar ones and to confirm that it has not been altered. This 

software often prints output in the form of status or error messages, which are then 

included as readable text in the generated binary. Conclusions regarding the internals 

of the binary under inspection utilized in static analysis may frequently be made by 

looking at these embedded strings. The greatest and most significant benefit of static 

malware analysis is that it enables thorough investigation of a given binary, including 

all potential malware execution routes. Static analysis is safe than dynamic analysis 

because the source code isn't really run, but it might take a long time & takes a lot of 

knowledge. 

 

 Dynamic Analysis: Dynamic analysis is the process of examining a malware 

program's interactions with the computer as it runs in a sandbox, virtual machine, or 

another controlled setting. This is accomplished by seeing and recording the behavior 

of the malware as it runs on the host computer in virtual machines. Sandboxes are also 

often utilized for this kind of research. A debugger, like GDB or WinDGB, is used to 

monitor the behavior of the malware as its instructions are being handled by the 

processor including their real-time effects on RAM. For the dynamic examination of 

malware, a number of online automated programs are available, including Anubis and 

Norman Sandbox. In order to classify malware using similarity measures or feature 

vectors, the analysis system must have an acceptable description of the malware. 

 

 The primary objective of this article is to deal with malware obfuscations to 

find efficient solutions to malware detection and variant identification problems. 

Additionally, among different malware-based image families, the quantity of 

malicious code variants varies considerably [7]. The biggest obstacle is developing a 

thorough malware detection classifier that can handle a large number of malicious 

code variations. The primary goal of this work is to develop an innovative feature 

extraction and effective malware image categorization with a minimal running time 

overhead. 
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2. Malware Images: Malware executables can be compared to a matrix of binary or 

hexadecimal strings that can be converted into something akin to an image. To create a 

new variant of malware, malware developers typically add to or update the code in 

existing malware. As a result, it is much simpler to see tiny additions or modifications to 

different parts of the file structure when it is presented as an image. Due to the structural 

similarity of the majority of malware variants, several research studies used digital signal 

and image processing techniques to categorize malware. They turned the malware codes 

into grayscale images and found that the structure and texture of malware from the same 

malware family appear to be quite similar. Image processing techniques are much faster 

than static and dynamic analysis methods because they do not require disassembly or 

code execution. The main benefit of this approach is that it is compatible with a variety of 

malware regardless of the operating system and can handle compressed malware. 

Additionally, the researchers showed off Search and Retrieval of Malware, an online 

search and retrieval system that compared binary executables. Additionally, they showed 

off signal, a malware similarity detection system based on signal processing. Bypassing 

the time- and resource-consuming unpacking step, it can handle both packed and 

unpacked samples. 

 

3. Malware Detection: Malware's rapid expansion and increasing sophistication present a 

serious threat to the digital world. Numerous security solutions, such as Anti-Virus (AV) 

strategies, have been created in order to regulate and reduce the loss brought on by 

malware. New methods have also been investigated. These AV methods can be divided 

into two categories: Signature-based methods and Non-Signature-based methods. 

Scanning is a method used by signature-based antivirus software. It checks for signatures 

(a certain sequence of bytes) in questionable files. Although this method is quick and 

provides nearly 100% accuracy for malware that is known to exist, it completely fails to 

identify "zero-day7" and "unknown8" malware. 

 

 
 

Figure 2: Malware Detection 
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The use of signature-based solutions is constrained by the availability of signature 

databases. Additionally, the procedure of creating a signature is laborious and complex, 

which could give an attacker a longer window of opportunity for an assault. 

 

The probability that the attack would be successful for the attacker will be 

drastically reduced by using established tools and techniques. In order to successfully 

commit a cybercrime, the attacker must therefore design a new tool, which is why several 

anti-malware evasion strategies are being created. The most crucial and challenging 

activity in the anti-malware process is identification, which is one of many duties 

involved. The anti-virus industry uses many of the malware detection methods that have 

been covered in literature. 

 

This paper is organized into5 parts. Section 2 explains the literature review in 

WSN. Section 3 discusses the proposed methodology. Section 4 gives the particulars of 

the simulation outcomes. Section V finally concludes the overall work done in this 

research. 

 

4. Techniques for Detecting Malware: Anomaly-Based Detection, Signature-Based 

Detection, and specification-based detection are the two classes in the mobile 

environment. The way specific techniques collect data to recognize and detect malware 

dictates a specific study of these techniques.  

 

 Signature-based techniques: Malware's destructive actions are detected as 

signatures. The malware is identified when one of its signatures is detected.  

 Anomaly-based (behavior-based) techniques: The normal system behaviour is 

exhibited initially. At that point, the infection is discovered whenever the system's 

behaviour deviates from the displayed normal behaviour.  

 Specification-based heuristic techniques: A method of problem-solving which 

utilizes practical approach or collection of shortcuts to create answers which are not 

flawless but are acceptable given a deadline. Artificial intelligence (AI), signature, 

and anomaly-based techniques are used to improve their proficiency.  

 

5. Objectives 

 

 To study various malware classification techniques. 

 To develop a lightweight deep learning model for image-based malware classification 

using a modified VGG architecture. 

 To evaluate the performance of the proposed model on benchmark datasets and 

compare it with state-of-the-art methods. 

 

 

II. LITERTAURE SURVEY 

 

In this, theIndividual malware identification approaches, whether static or dynamic, 

are insufficient to address this issue [8]. These two approaches are consequently merged to 

get around the drawbacks of each methodology used alone. HAAMD provides greater 
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precision and superior results for all of the research when compared with either static or 

dynamic strategies. 

 

It looks into Android's permission-based malware system. The authors present a 

permission weight strategy, that differs from those used in previous studies [9]. Every 

single permission receives a unique score using this technique. After that, a new approach is 

contrasted with earlier research that made use of K-nearest Neighbor and Naive 

Bayes methods.  KNN's accuracy was 0.96639 and its F-score was 0.96721. Whereas NB had 

an accuracy value of 0.92437 and 0.92638 F-score. 

 

The author used CICAandMal2017 data records, which include permission and 

intentions as fundamental features, accessible to everyone [10]. The authors specifically use a 

two-layered Mobile malware assessment to address these traits. According to the findings of 

our study, authors achieved 59.7% accuracy for dynamic categorization at the 2nd layer and 

95.3% accuracy for static classification of malware at the first layer. 

 

The author describes a novel technique for identifying malware in Android apps that 

makes use of Gated Recurrent Units, a form of Recurrent Neural Network. The 

authors extract 2 static aspects from Android applications: API calls and Permissions [11]. 

Authors train and test this method on CIC andMal2017 datasets. DL algorithm exceeds 

numerous methods in terms of accuracy, with a score of 98.2%. 

 

In this, the author presentedDL approach for Android malware identification. 

Employing a mobile security framework, they collected permissions, incorrect certificates, 

and the existence of APK files in the asset folder (MobSF). The five features were then all 

transformed into vector space [12]. They used ANN on 600 good and 600 bad apps to gauge 

the effectiveness of their technique. They achieved a 96.81 percent detection accuracy by 

using 80% for training and 20% for testing. Similarly, in our situation, we combine different 

features to create an automated detection system, including the frequency of API calls and 

permissions. 

 

Malware families are detected and identified using refined CNN architecture, which is 

used by the suggested method, which transforms raw malware binaries into color images. 

Before fine-tuning, this method handled the imbalanced dataset by using data augmentation 

to handle the ImageNet dataset (10 million) [13]. Two datasets: Mailing (9,435 instances) 

andAndroid mobile data records (14,733 malware& 2,486 benign instances) were combined 

to conduct a comprehensive experiment for assessments. IMCFN outshines other 

DL classifiers, CNNs, according to empirical data, having 98.82% and97.35% accuracy in 

Mailing and mobile datasets respectively. Additionally, it shows that colored malware images 

database outperformed grayscale images in case of accuracy.  IMCFN's performance was 

compared with Google's InceptionV3, ResNet50, and VGG16 because it discovered that the 

proposed approach is resistant to simple malware obfuscation techniques, like encryption and 

packing, that are frequently used by hackers. 
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Table 1:Table Literature Survey 

 

Ref. no Method Accuracy F-score 

[9] K nearest neighbors 0.92437 0.92638 

[10] Dynamic 

categorization of 

malware 

Static classification 

of malware 

 

59.7% 

 

95.3% 

 

 

- 

[11] CIC and MAL 

dataset 

98.2% - 

[12] Android malware 

identification 

96.8% - 

[13] CNN architecture by 

using (a) mailing 

dataset 

(b) mobility dataset 

 

98.82% 

 

97.35% 

 

- 

Proposed 

work 

Malnet 99% 90.90% 

 

1. Research Gaps: Malware is a growing threat to computer security, and traditional 

malware detection methods are becoming less effective as malware becomes more 

sophisticated. Some of the challenges faced by existing network-based malware detection 

methods are: 

 

      The literature review reveals that most of the current methods for malware 

classification employ complex deep-learning networks, but they still fail to achieve 

satisfactory accuracy. Deep learning networks are powerful models that can learn high-

level features from large amounts of data, but they also have some drawbacks for 

malware classification, such as: 

 

 They require a lot of computational resources and training time, which may not be 

feasible for real-time or resource-constrained applications. 

 They are prone to overfitting or underfitting, which may degrade their generalization 

ability or robustness to new or unknown malware samples. 

 They are susceptible to adversarial attacks or perturbations, which may compromise 

their security or reliability. Therefore, finding simpler and more efficient deep-

learning networks for malware classification is an important research goal. 

 Image-based malware classification has emerged as a promising approach to detecting 

malware, but existing methods often require complex architectures and large amounts 

of computational resources, which limits their practical applications. Some of the 

limitations of existing image-based malware classification 

 According to the literature survey, most of the existing methods for malware 

classification do not focus on feature extraction, which is an important factor for 
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achieving high performance. Feature extraction is the process of transforming the raw 

data into a more compact and meaningful representation that can capture the essential 

characteristics of the data. Feature extraction can enhance the accuracy, efficiency, 

and robustness of malware classification by reducing the dimensionality, noise, and 

redundancy of the data. Therefore, developing effective feature extraction techniques 

for malware classification is a crucial research challenge. 

 

2. Proposed Work: Malware is a growing threat approach to detecting malware, but 

existing methods often require complex architectures for computer security, and 

traditional malware detection methods are becoming less effective as malware becomes 

more sophisticated. Image-based malware classification has emerged as a promising and 

large amount of computational resources, which limits their practical applications. 

Therefore, there is a need to develop lightweight and efficient deep-learning models for 

image-based malware classification. 

 

     In this proposed research, we aim to address this problem by developing a modified 

VGG architecture for image-based malware classification. We will evaluate the 

performance of the proposed model on benchmark datasets and compare it with state-of-

the-art methods. Our objective is to improve the accuracy and efficiency of malware 

detection and enhance the security of computer systems. By developing a lightweight and 

efficient deep-learning model we hope to make image-based malware classification more 

accessible and practical for real-world applications. 

 

 Proposed Methodology Workflow 

Input: Digital Assets (Image) 

Output:  ClassifiedMalware Images 

 

Algorithm: Algorithm for Malware Classification 

Input: Sample image of digital assets dataset 

Output:  Classified Malware images 

Step 1 Sample-image = load("path of the testing 

set image") 

Step 2 Result1 = set the paths for training and 

validation                 datasets (Sample-

image) 

Step 3 Result2 = VGG16.Predict(Sample-image) 

Step 4 Result3 = ResNet50.Predict(Sample-

image) 

Step 5 Result4 = Malnet.Predict(Sample-image) 

Step 6 Final-Result = evaluate the model on the 

test_generator 

Step 7 Result-print the Accuracy, Precision, 

Recall, F-Score 

 

Table 2: Algorithm Steps for Malware Classification 
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Figure 3: Flowchart of the proposed methodology 

 

The steps for the proposed methodology are explained below in detail: 

 Data Collection: To train and test the suggested MalNet architecture, a sizable and 

varied dataset of malware images must first be gathered. This dataset ought to include 

different kinds of malware, such as viruses, worms, trojans, etc. 

 Data Preprocessing: To guarantee that images are of the same size and format, the 

data set gathered will be preprocessed. To guarantee that the values of pixels are 

within a similar range, the images are normalized. By reducing variation in the data, 

this step will help MalNet discover underlying patterns more quickly. 

 MalNet Architecture: To implement this, DL frameworks like TensorFlow or 

PyTorch will be used. Every image's deep local attributes will be extracted using a 

pre-trained VGG network as a foundation. The local structure of data distribution will 

be made simpler using the class-decomposition layer, and the final categorization 

of the image will be improved using the class composition layer. 

 Training: On preprocessed instances, MalNet architecture will be trained using a 

sophisticated gradient descent optimization technique, like Adam or RMSprop. The 

dataset will be randomly segmented into training and validation data & overfitting 

will be avoided by monitoring the classifier's effectiveness on the validation dataset. 
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 Performance Evaluation: On benchmark datasets, trained MalNet architecture will 

be assessed and contrasted with cutting-edge techniques. Performance assessment will 

be based on F1 score, recall, accuracy, and precision. 

 

III.   RESULTS 

 

1. Accuracy: The no. of true results is divided by the total no. of instances for getting the 

value of this performance metric. It can be calculated with the help of the equation 

mentioned below: 

 

           
     

           
 

 

2. F-score: It is a mean value of precision and recall. It acts as a balance between precision 

and recall. 

 

 F-score =  
                  

                
 

 

3. Precision: it is used for evaluating performance in text mining like information retrieval. 

It helps in measuring exactness and completeness. 

 

 Precision = 
             

                            
 

 

4. Recall: The ratio of all occurrences accurately identified in the positive class to the total 

number of real members of the positive class is known as recall. In other words, it tells 

you how many of the total numbers of positive instances were correctly classified. 

 

 Recall= 
             

                            
 

 

 

Table 3: Here is the result ofthe Performance Evaluation 

 

 

Performance Parameter VGG16 ResNET50 MALNET 

Accuracy 87.10 92.30 98.545455 

Precision 86.90 92.05 94.736842 

Recall 87.04 92.15 100.000000 

F-Score 87.09 92.25 90.909091 
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Figure 4: Performance Evaluation  

 

 In the above graph, it can be seen clearly that Malnet has achieved the highest 

accuracy (99%), precision, and recall when compared to InceptionV3 and Ensemble models. 

But the value for F-score is highest in the case of the ensemble model. 

 

 

Table 4: Here is theComparison of Classifiers 

 

Performance 

Parameter 

VGG16 ResNET50 MALNET 

Accuracy 80.16 81.20 98.545455 

Precision 80.00 81.01 94.736842 

Recall 79.90 80.90 100.000000 

F-Score 80.10 80.16 90.909091 

 

 
 

Figure 5: Comparison of Classifiers 
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 From the above figure, we can see that Malnet has achieved the highest accuracy 

(99%), precision, recall,and F-score when compared to VGG16 and ResNet50.To achieve our 

objectives, we have applied feature extraction techniques that were not used in earlier studies. 

In this way, we have achieved better accuracy in every case. From the above results, it is 

clear that the suggested approach outcomes are outperforming as compared to other 

approaches. 

 

IV.  CONCLUSION 

 

 To safeguard digital assets from malware, contemporary anti-malware solutions use 

ML techniques. While ML-based techniques have shown to be effective at finding new 

malware, they also have high development costs. It takes a lot of effort from malware 

analysts to develop a comprehensive set of beneficial characteristics for ML techniques. DL 

models have proven to be very effective at finding malware. Using a modified VGG 

architecture, we created and evaluated aninnovative malware image classification system. 

The proposed classifier outperformed existing approaches utilizing comparable benchmarks 

in its ability to correctly classify the majority of malware samples. While avoiding the 

manual feature engineering stage, experiments showexcellent accuracy rateswhich are 

superior toconventional ML approaches. Given that it typically takes very little time to 

recognize malware instances, the proposed MalNet is adaptable, practical, and effective. 

 A further benefit of the suggested model is its 99 % accuracy in correctly diagnosing 

malware. MalNet is strong enough to recognize malware using image-based techniques, 

according to a significant accuracy score. To correctly identify complex malware types, 

future investigations will need to modify the training architecture. 
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