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A BRIEF INTRODUCTION TO HUMAN ACTIVITY 

RECOGNITION USING DEEP LEARNING 
 

Abstract 

 

Deep learning techniques for human activity recognition are gaining popularity due to 

their effectiveness in identifying intricate tasks and their cost-effectiveness compared to 

conventional machine learning methods. Human Activity Recognition (HAR) is a research 

domain concerned with detecting the everyday activities performed by individuals using 

time-series data captured by sensors. HAR encompasses a wide range of applications, 

including surveillance, baby monitoring, elderly healthcare, and smart driving. This article 

provides a brief introduction to the application of deep learning in HAR. It covers the 

fundamental concepts of CNNs and LSTMs, their strengths in capturing spatial and temporal 

features, and their integration for enhanced activity recognition. Different approaches are 

employed in HAR to address problems with efficiency and precision. Conventional human 

activity recognition (HAR) systems rely on wearable devices like IMUs and stretch sensors to 

identify different activities. These systems have proven to be effective in recognizing simple 

user actions like sitting, standing, and walking. However, when it comes to more intricate 

activities like running, jumping, wrestling, and swinging, sensor-based HAR systems 

encounter greater misclassification rates due to inaccuracies in sensor readings. These errors 

significantly impact the accuracy of the HAR system, resulting in suboptimal classification 

outcomes. In contrast, employing vision-based HAR systems enables improved accuracy in 

identifying complex activities, leading to enhanced overall performance. 
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I. INTRODUCTION 

 

Human Activity Recognition also known as HAR is a process of correctly identifying 

the actions performed by a person based on sensor data [1].The goal of HAR is to 

automatically recognize and classify human activities, such as cycling, running, jumping, and 

other physical activities, from data collected from wearable sensors[2], cameras like Kinect 

[3], CCTV[4], smartphones [5] or other devices. Human activity recognition using deep 

learning methods are becoming increasingly popular due to its high efficiency in recognizing 

complex tasks and its relatively low cost compared to traditional machine learning methods. 

 

 
Figure 1: Various actions performed by a person 

 

Recognition of human activities plays a vital role in the advancement of wearable 

devices, health monitoring systems, smart residences, security systems, and human-computer 

interaction. The extensive adoption of wearable sensors like smartwatches, fitness trackers, 

and security cameras has led to a growing need for dependable and precise systems for 

identifying and categorizing activities. The information gathered from wearable sensors can 

be extremely diverse and intricate. For instance, individuals may demonstrate distinct 

movement patterns even while engaging in the same activity, and an individual's movements 

may fluctuate over time based on factors like age, physical well-being, and surroundings. 

Additionally, the data collected from wearable sensors may contain noise, artifacts, and other 

sources of interference, which can make it difficult to accurately recognize and classify 

human activities.  

 

Conversely, human activity recognition (HAR) systems based on visual information 

offer enhanced precision and intricate details by capturing an individual's movements in 

three-dimensional space [6]. These systems have the capability to incorporate contextual 

elements like the surrounding environment and objects present, resulting in a more 

comprehensive understanding of the performed activity. However, implementing vision-

based systems can be more intricate and necessitates specialized hardware like video cameras 

or depth sensors. To address these obstacles, human activity recognition systems commonly 

depend on deep learning algorithms, including neural networks, decision trees, and support 

vector machines. These algorithms are trained using extensive datasets comprising labeled 

activity information. By learning to identify patterns within the data that align with various 

activities, these algorithms can effectively recognize and categorize human actions [7]. 
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Figure 2: Human Activity Recognition in different fields 

 

II. How A HAR system works? 

 

 In general, a human activity recognition system operates by employing diverse 

sensors and algorithms to detect and categorize distinct physical activities executed by a 

person. The system may use data from wearable sensors, such as accelerometers and 

gyroscopes, to collect information about the user's movements, body position, and 

orientation. The system then analyzes the data using machine learning algorithms to identify 

patterns and classify the activity. The system may use different techniques to analyze the 

data, such as feature extraction, pattern recognition, and statistical analysis. Once the system 

has determined the specific activity being carried out, it can offer the user feedback in the 

form of alerts or reminders, motivating them to uphold healthy habits or enhance their 

performance. 

 

1. Different stages of a HAR system: Human Activity Recognition (HAR) systems 

typically involve several stages, including: 

 Data Collection  

 Data Pre-processing  

 Feature Extraction  

 Model Training  

 Model Testing and Validation  

 Deployment 

 

2. Types of HAR system: Based on sensor type HAR systems can be divided into four 

categories [8].  

 

 Sensor-based systems: Sensor-driven human activity recognition (HAR) systems 

typically integrate a combination of various sensor types, including accelerometers 

(used to detect movements and postures), gyroscopes (used to detect rotation and 

orientation changes), pressure sensors (can be used to detect activities such as sitting, 

standing, and lying down), heart rate monitors (used to detect activities that involve 

physical exertion or stress) and magnetometers, to capture comprehensive data 

concerning an individual's movements and actions. This data is then processed using 

machine learning algorithms to classify the activities being performed. 
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A sensor-based HAR system has the capability to identify a range of activities, 

including walking, running, cycling, sitting, standing, and sleeping. These systems 

find utility across diverse applications, such as monitoring patients' physical activity 

levels, scrutinizing athletes' motions to enhance their performance, or controlling 

home automation systems in response to the occupants' activities. 

 

  Vision-based systems: In a vision-based human activity recognition (HAR) system, 

visual data is captured using one or multiple cameras. This captured data is then 

analyzed to identify and categorize human activities. This approach has become 

increasingly popular due to the widespread availability of affordable and high-

performance cameras in different devices. 

 

In vision-based HAR systems, there are multiple techniques to extract features 

from the visual data. Some commonly used methods include utilizing histograms of 

oriented gradients (HOG) [9], local binary patterns (LBP) [10], and employing deep 

learning-based approaches like convolutional neural networks (CNNs) [11]. 

 

 RFID-based HAR system: An HAR system based on RFID technology utilizes 

RFID tags, which can be affixed to objects or worn by individuals to monitor their 

activities. The RFID readers capture the data stored within the tags and transmit it to 

the processing unit, which then identifies the activities performed by the user. Both 

active and passive RFID technologies can be employed within HAR models [4],[12]. 

An advantage of RFID-based HAR systems is their non-contact nature, eliminating 

the need for physical interaction with the user, thereby enhancing comfort.However, 

the limitation is that the accuracy of the system may be affected by the distance 

between the RFID reader and the tag and cannot identify actions or behaviors that do 

not include the motion of objects equipped with RFID tags. 

 

 Wi-Fi-based HAR System: A Wi-Fi-based Human Activity Recognition (HAR) 

system utilizes wireless signals emitted by Wi-Fi access points to identify and 

categorize human activities. By analyzing variations in signal strength and phase 

caused by human movements, the system can determine the type of activity taking 

place. The fundamental concept behind Wi-Fi-based HAR involves employing 

machine learning algorithms to analyze the data obtained from Wi-Fi signals and 

classify activities based on discernible patterns. To ensure accurate and reliable 

results, the system requires a Wi-Fi network equipped with access points strategically 

placed within the relevant area. Additionally, the system can be designed to function 

with multiple access points simultaneously, enhancing its accuracy and reliability. 

Various models have been developed utilizing Channel State Information (CSI) for 

purposes such as fall detection and gait recognition [13]. 

 

3. Different Methods used in a vision-based HAR system 

 

 Appearance-Based Methods: Appearance-based methods in human activity 

recognition (HAR) rely on the visual appearance of body parts and their movements 

to classify different activities. These methods utilize various features like color, shape, 

texture, and motion to identify and categorize human actions. Several commonly 

employed appearance-based methods in HAR systems are: 
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 Histograms of Oriented Gradients (HOG): HOG computes a histogram that 

represents the orientations of gradients in an image. This information is utilized to 

detect human body parts and movements. HOG features have found extensive 

applications in activity recognition, particularly in tasks like pedestrian detection and 

tracking [13]. 

 

  Scale-Invariant Feature Transform (SIFT): SIFT identifies and extracts distinctive 

features from images that remain invariant to changes in scaling, rotation, and 

translation. These features can be used to recognize and track human body parts and 

movements. Recent studies have explored the use of SIFT in deaf sign language 

detection [14]. 

 

 Local Binary Patterns (LBP): LBP calculates a binary code for each pixel in an 

image based on the values of its neighboring pixels. This method has been widely 

used in activity recognition, especially for tasks like facial expression recognition 

[15]. 

 

 Pose-Based Methods: Pose-based methods in human activity recognition (HAR) rely 

on capturing and interpreting body poses and movements to identify and categorize 

activities. These methods utilize various features, including joint positions, angles, 

and velocities, to analyze the motion of the body and determine the nature of the 

activities performed. HAR systems commonly employ the following pose-based 

techniques: 

 

4. Joint locations and Skeleton-based method: 

 

 Joint locations and Skeleton-based method: The joint locations approach focuses 

on detecting and tracking the specific positions of body joints like elbows, wrists, and 

knees. On the other hand, the skeleton-based method constructs a skeletal 

representation of the human body using the detected joint locations. By utilizing 

either the joint positions or the skeletal model, it becomes possible to estimate the 

body's posture and movements, enabling the recognition and classification of different 

activities [16]. 

 

 Optical Flow: The optical flow method involves examining the motion of pixels 

between consecutive frames of a video sequence to estimate the body's movements. 

By analyzing the patterns of pixel motion, optical flow can determine the velocities 

and accelerations of various body parts. This information can then be utilized to 

recognize and categorize different activities [17]. 

 

 Kinematic analysis: Kinematic analysis involves applying the principles of kinematics 

to estimate the position, velocity, and acceleration of different body parts. By 

studying the movement patterns exhibited by the body, kinematic analysis enables the 

recognition and classification of activities based on these distinctive motion patterns. 

 

 Motion-based methods: Motion-based techniques in Human Activity Recognition 

(HAR) systems employ various approaches to identify and categorize activities by 

monitoring the movement of body parts over time. These methods utilize 
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characteristics like trajectories, velocity, and acceleration to analyze and classify 

motions. Some commonly employed motion-based techniques in HAR systems 

include: 

 

 Motion history images (MHI): This approach entails generating a sequence of 

images that depict the historical movement of body parts over time. By capturing the 

overall motion patterns of the body, MHI enables the recognition and classification of 

activities. 

 

 Trajectory-based methods: This method involves tracing the paths followed by 

body parts over time and leveraging this information to identify and categorize 

activities. Trajectory-based methods can effectively capture the trajectory's shape and 

route, facilitating activity recognition and classification[18]. 

 

 Dynamic Time Warping (DTW): This technique revolves around comparing the 

similarity between two time series by flexibly aligning their temporal structures. 

DTW can be employed to compare the movements of different body parts and 

identify and classify activities based on the similarity of their motion patterns [19]. 

 

 Deep Learning Methods: Deep learning methods excel in recognizing human 

activities in various systems due to their ability to automatically learn intricate 

patterns from raw sensor data, eliminating the need for manual feature engineering. 

By utilizing the back propagation algorithm, deep learning uncovers complex 

structures within extensive datasets. This algorithm guides the machine in adjusting 

its internal parameters, which compute the representation of each layer based on the 

representation from the preceding layer [20]. Deep learning models such as CNN, 

RNN, and LSTM play a crucial role in feature extraction and classification within a 

human activity recognition system [21]. This is particularly advantageous in HAR 

because the raw sensor data can be highly intricate and multidimensional, posing 

challenges in designing hand-crafted features that capture all the essential 

information. 

 

5. Deep Learning in Human Activity Recognition 

 

 Role of Deep Learning: Deep learning is of utmost importance in the field of vision-

based human activity recognition (HAR) as it effectively extracts pertinent 

characteristics from visual data, categorizes activities, manages variations, enables 

comprehensive learning, and supports adaptability and transfer of knowledge. Deep 

learning models greatly enhance the precision, resilience, and scalability in detecting 

and comprehending human activities from visual input. Various roles of deep learning 

human activity recognition include:  

 Feature extraction 

 Activity classification 

 Multi-modal data integration 

 Anomaly detection 

 Continuous monitoring 
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 Different Deep Learning methods: Deep learning methods have shown great 

success in vision-based human activity recognition (HAR), and there are several 

commonly used techniques, including: 

 

 Convolutional Neural Networks (CNNs): In HAR, Convolutional Neural Networks 

(CNNs) are frequently employed to extract spatial attributes from individual frames or 

image patches. The structure of the network typically involves multiple convolutional 

layers, followed by one or more fully connected layers. The convolutional layers learn 

spatial features by convolving filters across the input image or patch, and the fully 

connected layers learn to classify the learned features into different activities. CNNs 

can be trained end-to-end on large datasets of labeled videos or image sequences, and 

have been demonstrated exceptional performance in HAR. 

 

 Recurrent Neural Networks (RNNs): RNNs belong to a category of advanced 

neural networks capable of understanding and representing patterns over time in 

sequential data. In the field of Human Activity Recognition (HAR), RNNs are often 

used to capture the temporal dynamics of activities by processing successive frames 

or image patches. Such networks usually comprise multiple recurrent layers, including 

Long Short-Term Memory (LSTM) or Gated Recurrent Unit (GRU) layers, which can 

selectively remember or forget information over time. The output of the final 

recurrent layer can be fed into a fully connected layer. The output of the final 

recurrent layer can be fed into a fully connected layer, allowing for accurate 

classification of activities [22]. 

 

 Single-Frame Classification: In HAR, single-frame classification refers to the 

process of determining the activity being performed by an individual using a single 

image or frame taken by a sensor. Although this method has its advantages for certain 

purposes, it is not without its limitations. Single-frame classification fails to 

encompass the complete sequence of actions performed by an individual, making it 

difficult to accurately classify intricate activities that involve a series of actions. 

Additionally, this approach may struggle to detect subtle variations in activities that 

happen within a brief timeframe. 

 

 Late Fusion: Late fusion refers to a method where the outputs of the individual 

classifiers are combined at a later stage after they have been trained independently on 

different modalities or features. This approach allows for flexibility in the feature 

extraction and classification processes, as different modalities can be processed and 

classified separately [23].However, late fusion necessitates a cautious selection and 

design of the individual classifiers and feature extraction techniques to ensure that 

they work together synergistically and offer valuable information for the ultimate 

classification decision. 

 

 Early Fusion: Early fusion in HAR refers to a technique which involves combining 

the features extracted from multiple modalities or sensors at an early stage before 

classification. The purpose of early fusion is to enhance the precision of activity 

recognition by allowing the classifiers to learn from the combined features, which can 

provide complementary information. In this approach, the features extracted from 
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diverse sensors or modalities are consolidated into a solitary feature vector, which is 

used to train a single classifier [24]. 

 

 3D Convolutional Neural Networks (3D CNNs): Three-dimensional Convolutional 

Neural Networks (3D CNNs) are an advanced version of CNNs that possess the 

ability to comprehend both spatial and temporal characteristics present in video data. 

When applied to Human Activity Recognition (HAR), 3D CNNs can directly handle 

video sequences and extract features that capture both spatial and temporal aspects. 

The architecture of such networks typically comprises multiple layers of 3D 

convolutions, which enable the learning of spatial and temporal features by 

convolving filters throughout the video volume. These layers are often followed by 

one or more fully connected layers that specialize in classifying the acquired features 

into various activity categories [26]. 

 

 Long Short-Term Memory (LSTM) Networks: Long Short-Term Memory (LSTM) 

networks belong to the category of Recurrent Neural Networks (RNNs) and possess 

the ability to capture long-range relationships in sequential data by selectively 

retaining or disregarding information over time. In HAR, LSTMs can be used to 

model the temporal dynamics of activities by processing successive frames or image 

patches [27]. The typical architecture of an LSTM network encompasses input, forget, 

and output gates, which regulate the flow of information into and out of the LSTM 

cell. The LSTM cell's output can be directed to a fully connected layer for activity 

classification. LSTMs are capable of end-to-end training on extensive datasets 

comprising labeled videos or sequences of images, and have demonstrated enhanced 

accuracy in HAR tasks. 

 

 CNN + LSTM: The CNN + LSTM technique is a popular method for human activity 

recognition (HAR) that combines the advantages of Convolutional Neural Networks 

(CNNs) and Long Short-Term Memory (LSTM) networks. This approach leverages 

CNNs to extract spatial characteristics from the sensor data and LSTM networks to 

capture the temporal relationships among these features. The CNN + LSTM method 

operates by initially applying CNNs to the sensor data in order to extract spatial 

features, which are subsequently inputted into LSTMs to capture the temporal 

dependencies between these features [28], [29]. The resulting characteristics are then 

employed to classify the activities performed by an individual. 

 

 Graph Convolutional Networks (GCNs): Graph Convolutional Networks (GCNs) 

are a specific category of sophisticated neural networks capable of acquiring 

distinctive characteristics from data organized in a graph structure, such as the 

interconnections between human body positions or object components. In the context 

of Human Activity Recognition (HAR), GCNs can be employed to extract relational 

features from the correlations among human joints or object parts. Typically, the 

network is composed of multiple graph convolutional layers responsible for 

assimilating and transmitting information throughout the graph structure. 

Additionally, there are one or more fully connected layers that specialize in 

classifying the acquired features into different activity categories [30]. GCNs can be 

trained end-to-end using extensive datasets of labeled videos, and have demonstrated 

their ability to enhance the accuracy and resilience of HAR systems. 
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III.   METHODOLOGY AND IMPLEMENTATION 

 

The combination of Convolutional Neural Networks (CNNs) and Recurrent Neural 

Networks (RNNs), particularly Long Short-Term Memory (LSTM) networks, has gained 

significant popularity as a deep learning technique in the field of human activity recognition 

(HAR). This approach, known as CNN + LSTM, leverages the unique advantages of both 

CNNs and LSTMs to effectively extract both spatial and temporal characteristics from video 

data.  

 

 
 

Figure 3: CNN + LSTM approach 

 

1. How CNN works: Convolutional Neural Networks (CNNs) are a prevalent class of 

neural networks extensively applied in computer vision applications, including tasks like 

object detection and recognition. Their key strength lies in their ability to capture spatial 

characteristics from images or video frames. By employing convolutional filters, CNNs 

efficiently identify meaningful patterns and edges within the visual data, enabling them to 

extract informative spatial features [31], [32], [33], [34]. 

 

The operation of a CNN can be summarized as follows: 

 The input data is fed into the convolutional layer, which applies a set of filters to 

extract features. 

 The output of the convolutional layer is fed into the pooling layer, which reduces the 

spatial dimensionality of the feature maps. 

 The output of the pooling layer is then fed into one or more fully connected layers, 

which perform classification or prediction based on the extracted features. 

 The output of the final fully connected layer represents the predicted class or output. 
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2. Layers of CNN: Convolutional Neural Networks (CNNs) generally comprise multiple 

layers designed to extract relevant features from input data for tasks such as classification 

or prediction. These layers are structured hierarchically, with each layer receiving input 

from the preceding layer and passing its output to the subsequent layer. The fundamental 

components of a CNN typically include the following layers: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Layers of CNN 

 

 Convolutional Layer: The Convolutional Layer serves as a fundamental component 

within Convolutional Neural Networks (CNNs). Its main function involves the 

application of a sliding filter or kernel (represented as anMxM matrix) across the 

input data, where a dot product is computed at each position.[35]. The convolution 

operation generates a feature map as the output, which highlights the presence of the 

learned feature at each location in the input data. These feature maps can be stacked 

together along a third dimension, forming a tensor that becomes the input for the 

subsequent layer. Deeper layers tend to generate more feature maps to capture 

additional details, but these maps are generally smaller in size compared to earlier 

layers[36]. 

 

 Pooling Layer: The Pooling Layer is commonly inserted between two convolutional 

layers in neural networks. Its purpose is to decrease the spatial dimensions of the 

feature maps produced by the Convolutional Layer. The pooling process involves 

dividing the feature map into non-overlapping regions, such as 2x2 or 3x3, and 

applying a function to each region to obtain a single output value. Various pooling 

techniques exist, including min pooling, max pooling, average pooling, and mixed 

pooling. These techniques provide different ways of summarizing the information 

within each region of the feature map.[37]. 

 

 ReLU: The Rectified Linear Unit (ReLU) serves as an activation function that brings 

non-linearity to a neural network. The activation is simply threshold at zero. The 

ReLU correction layer replaces all negative values received as inputs by zeros. 

ReLUis commonly applied between a convolutional layer and a pooling layer. 

f  u = max 0, u   
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ReLU is advantageous due to its simplicity, computational efficiency, and 

ability to overcome the vanishing gradient problem. The vanishing gradient problem 

arises when the gradient signal diminishes to an insignificant magnitude, impeding the 

network from learning effectively. This results in sluggish convergence and subpar 

performance. However, ReLU mitigates this issue by allowing gradients to flow more 

freely during backpropagation, enabling faster and more effective learning. 

 

 Dropout Layer: The Dropout Layer serves as a regularization method applied in 

neural networks, to prevent overfitting. It operates by randomly deactivating a 

fraction of neurons during training, with a probability defined by a hyper parameter 

called the dropout rate. Consequently, the network is compelled to acquire more 

resilient and independent features that are not excessively reliant on the behavior of 

particular neurons. 

 

 Flatten Layer: The Flatten Layer serves the purpose of transforming the output 

generated by Convolutional and Pooling Layers into a condensed, one-dimensional 

feature vector. The flattening process involves taking the 2D feature maps produced 

by the convolutional and pooling layers and reshaping them into a one-dimensional 

array. For instance, if a pooling layer generates a tensor with dimensions of 4x4x64 

(4x4 spatial dimensions and 64 feature maps), the Flatten Layer would convert it into 

a 1024 element array. 

 

 Fully Connected Layer: Fully Connected Layer is commonly appended towards the 

end of the network, following the Convolutional, Pooling, and Flatten Layers. Fully 

Connected Layer, also referred to as the Dense Layer, plays a crucial role in 

conducting classification or regression tasks based on the extracted features from 

preceding layers.It consists of a set of neurons that are fully connected to the neurons 

in the previous layer. The output produced by the Fully Connected Layer is then 

forwarded to the output layer for the purpose of classificationor regression analysis. 

 

 Output Layer: The Output Layer is the final layer of a CNN responsible for 

generating predictions. The configuration of the output layer varies depending on the 

specific problem at hand and can take on different forms such as a single neuron, 

multiple neurons, or a soft max layer. For instance, in a binary classification scenario, 

the output layer may consist of a single neuron employing a sigmoid activation 

function. This neuron produces a probability value ranging between 0 and 1, 

indicating the likelihood that the input belongs to the positive class. Conversely, in a 

multi-class classification scenario, the output layer can comprise several neurons, 

each representing a distinct class, accompanied by a softmax activation function, 

which outputs a probability distribution over the classes. 

 

 Sofmax and Sigmoid functions: The Softmax or Sigmoid function is commonly 

employed to convert the output from the fully connected layer into a probability 

distribution across the available classes. 

 Softmax Function: The Softmax function is frequently utilized in scenarios 

involving multi-class classification, where the objective is to determine the 

probability of each class. By employing the Softmax function, a vector of inputs 
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can be transformed into a vector of probabilities, ensuring that the sum of all 

probabilities amounts to 1. The output of the Softmax function is calculated as: 

S z i =
ez j

 ez jC
j=1

 

 

 Sigmoid Function: The Sigmoid function is commonly used in binary 

classification tasks, such as whether an email is spam or not. The Sigmoid 

function outputs a value between 0 and 1, allowing us to interpret it as a 

probability. The output of the Sigmoid function is calculated as: 

 σ x =
1

1+e−x
 

 

 

 How LSTM works: LSTM (Long Short-Term Memory) is a variant of recurrent 

neural networks (RNNs) frequently applied in tasks involving natural language 

processing, speech recognition, and sequence prediction. Its purpose is to address the 

challenge of the vanishing gradient problem encountered in conventional RNNs, 

where the network struggles to capture long-range dependencies within the data. 

LSTM is particularly effective for processing, predicting, and classification based on 

time series data [38]. 

 

Once trained, an LSTM network can classify real-time, unseen sensor data. 

The network receives a sliding window of sensor data as its input and generates a 

prediction for the ongoing activity. The sliding window mechanism allows the 

network to make predictions over a period of time, which proves valuable for 

monitoring the evolution of an activity or identifying transitions between different 

activities. LSTM accomplishes this by introducing a set of gates (input gate, the forget 

gate, and the output gate) that control the flow of information through the network. 

 

 The input gate determines which information from the current input should be 

added to the cell state, which is the internal memory of the LSTM. 

 The forget gate determines which information from the previous cell state should 

be discarded.  

 The output gate determines which information from the current cell state should 

be output to the next layer of the network.  

 

During the training process, each gate in the Long Short-Term Memory 

(LSTM) network possesses its unique set of weights that are learned. Sigmoid 

functions activate the input, forget, and output gates, controlling the flow of 

information. The cell state is altered using the input and forget gates and 

subsequently transformed by a tanh function, which compresses the values within 

the range of -1 to 1. The output gate determines which modified portions of the 

cell state should be transmitted to the subsequent network layer.  

 

By leveraging these gates to govern the flow of information within the 

network, LSTM has the ability to selectively retain or discard information based 

on the input it receives, which makes it well-suited for tasks that involve long-

term dependencies in the data. 
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Figure 5: Architecture of LSTM 

 

IV. CONCLUSION 

 

The application of deep learning has brought about a significant transformation in 

Human Activity Recognition (HAR), leading to the creation of highly precise and effective 

systems for diverse purposes. Deep learning models, such as Convolutional Neural Networks 

(CNNs), Long Short-Term Memory (LSTM) and hybrid models such as ConvLSTM, 

LRCNmodelshave shown remarkable performance in HAR tasks. The combination of CNNs 

and LSTMs enables the capture of both spatial and temporal features, allowing for more 

robust recognition of complex human activities. By employing a blend of Convolutional 

Neural Networks (CNNs) and Long Short-Term Memory (LSTM) networks, it is possible to 

create a proficient system capable of accurately recognizing diverse human activities. The 

fundamental concepts and strengths of CNNs and LSTMs in activity recognition have been 

explored through this article. While deep learning has shown significant advancements in 

HAR, challenges still exist, including the need for large labeled datasets, model 

interpretability, and generalization to different environments. The future tasks involve 

developing a potent model and assessing its performance compared to numerous readily 

accessible models and algorithms. 
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