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ABSTRACT 

 Numerous different types of data, including raw data, metadata, logs, and metrics, were created by the systems, 

equipment, and devices in the most recent studies. The ELK i.e. Elasticsearch, Logstash and Kibana stack can be 

used to aggregate logs from applications and infrastructure. Summarizing and analyzing logs is of great value. 

Delivering innovative products and features faster is one of the main goals of the new world of cloud applications. 

To enable faster innovation in a data-driven digital economy, it is imperative to extract value from machine data 

by aggregating and analyzing logs, metrics, and events. Using ELK stack we can analyze logs and create 

visualizations for application and infrastructure monitoring, faster troubleshooting, security analytics, and much 

more purposes. Currently, we can manage to monitor any number of devices, apps, or infrastructures thanks to 

the ELK stack. To use ELK across numerous users, one must always visualize the data specific to each session 

(user) as well as set up ELK to operate in a highly dynamic environment for both current registered users and 

newly added monitoring entities. So, utilizing the ELK stack, we have developed a novel method of managing 

multiple users' logs on a dynamic basis. 
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I.  INTRODUCTION  
 

   In the current era of cloud and AI, Industry cannot afford a single second of downtime or poor 

performance for their applications or IT infrastructure. It damages brand value as well as some time revenue loss 

too. Due to which log analysis and monitoring comes into picture which continuously keep gathering data for 

these applications and infrastructure to make sure its smooth performance. Now-a-days there is an increased use 

of monitoring data analytics based applications. In such applications to store, visualize and analyze log based data 

ELK stack [1] is the best open source solution. There are many log analysis tools are available in market like 

Splunk, SumoLogic, Solar Winds/Loggly, Graylog, Humio and many more. But ELK is an open source which is 

helpful in initial use for organizations on tighter budgets. Before discussing about ELK stack, let us first 

understand the basic of log, log analysis and its necessity. 

 

A.What is log? 

 

 A log is an impression of any action performed by the client. Logs contain large measure of data put away 

inside them. If a highly productive environment is running then a huge measure of logs would be delivered each 

second. It isn't attainable to physically peruse line by line and thus there is a prerequisite of a tool which can 

automate the process. Normally, a log line may incorporate fields like IP Address, Timestamp, zone, http 

technique, client request, used protocol, status code, execution and response time, memory consumed or custom 

fields.  There are numerous different sorts of logs, for example, application logs, error logs, server logs, proxy 

error logs, system log, gateway logs, database logs and other custom logs [2]. 

 

B.What is log analysis? 

 

 Inside the tech industry, logs are common. These logs originate from a wide range of devices, including 

network equipment, web and application servers, IoT devices, etc. Log analysis is a system for looking at and 

comprehending logs in order to gain insightful information. Therefore, firms may research their logs effectively 



 

  

to gain statistics from them that they otherwise wouldn't be able to. They might then benefit from this knowledge 

by improving a variety of processes, not only their decision-making process [3], but also a wide range of other 

processes. 

 

C.  Why bothers with log analysis? 

 

 There are numerous reasons why businesses conduct log analysis. Problem-solving is the primary goal of 

appearing log analysis. Log analysis aids in real-time problem detection and error correction to prevent damage. 

Concerns about compliance and security dominate the list of reasons to undertake log analysis. Consequently, 

understanding and responding to safety occurrences as well as data breaches is the second reason why enterprises 

should be concerned about log analysis in the context of safety. Finding proof of a crime or hack, enabling 

information recovery after disasters, watching the actions of a malicious actor, and many more reasons are behind 

log analysis. 
 This work aimed at the set up ELK to operate in a highly dynamic environment for both current registered 
users and newly added monitoring entities. 

 The structure of this paper is as follows. Section 2 explains the ELK stack's underlying theory. The related 
work done by researchers around the world is presented in Section 3. The comparison of static and dynamic 
analysis is the main topic of Section 4. The research technique is displayed in Section 5. The experimental design 
and findings are represented in Sections 6 and 7. Finally, Section 8 brings the paper to the end. 

 

II. BACKGROUND THEORY 
 

Monitoring and Data Analysis systems require gathering a very large amount of data in a regular manner. It is 

very difficult  to handle such a large amount of data by traditional Relational Database systems. In such a scenario 

ELK comes into picture which can easily handle bulk data which get generated in very short duration. 

ELK stack is consists of three open source products: Elasticsearch, Logstash, and Kibana. 

Let’s have a look at brief overview of all three components of ELK Stack as shown in Figure 1. 

 
Figure 1: ELK Components [4] 

 

A. ElasticSearch (E) 

Elasticsearch is a log based database. It is NoSQL database and has its own query structure to search and 
retrieve data. It stores data/logs in the form of JSON documents and indexes. It is based on the Lucene search 
engine.  ElasticSearch supports a bunch of REST APIs to execute calls to fetch data from storage data. It also 
offers advanced queries to perform detailed analysis and stores all the data centrally. It is also helpful for executing 
a quick search of the documents. Elasticsearch works with JSON record documents. Using an internal structure, 
it may parse the data almost continuously in order to find the information required. Elastic search's core ideas are 
indexing and mapping [14].  

Indexing is a collection of different report types and archive attributes. In order to enhance performance, 
Record also makes use of the concept of shards. Multiple Indices, which consequently contain a variety of Types, 
can be found in an ElasticSearch bunch. These types include a lot of Records and each record has Properties. 

 Mapping specifies the fields for documents of a particular kind as well as the data types and how Elasticsearch 
should index and store the fields [1]. 

B. Logstash (L) 

Logstash is the data collection pipeline tool. It collects data from different sources 
(Devices/Applications/Infrastructure) and feeds that data into the Elasticsearch. Logstash can unify data from 



 

  

different sources and normalize the data into your desired form. It filters and cleans all your data for analytics and 
visualization. 

Logstash consists of three components: 

 Input: It collects logs received from different sources through different network channels (tcp/udp). 

 Filters: It consists of the set of instructions to filter data received from sources. 

 Output: It passes filtered data to elastic search indexes for storage and analytics. 

 
C.  Kibana (K) 

Kibana is used for visualization of stored data (documents) in ElasticSearch. Kibana also offers many options 
by which users can manage stored data. Kibana dashboard offers various interactive diagrams, geospatial data, 
and graphs to visualize complex queries as well as data search. Kibana is also useful to search, view and manage 
data stored in indexes. Kibana is useful in advanced data analysis and visualize data in a diverse form of charts 
tables, and maps. 

In summary, following are the key features of ELK that makes it a powerful, flexible, and scalable platform 
for log analysis, making it a popular choice for organizations of all sizes. 

 Scalability: ELK is highly scalable and can handle large amounts of data. Elasticsearch, the search and 
analytics engine behind ELK, is built to handle huge amounts of data in real-time, making it an ideal 
choice for large-scale log analysis. 

 Flexibility: ELK is a modular system, which means that you can choose which components you want to 
use and how you want to configure them. This makes it flexible and adaptable to different use cases and 
requirements. 

 Integration: ELK integrates with a wide range of data sources and tools, making it easy to analyze logs 
from different applications and systems. It also supports various plugins, which can extend its 
functionality. 

 Visualization: Kibana, the visualization component of ELK, offers a wide range of visualization options, 

making it easy to create dashboards and reports. You can also customize the visualizations to suit your 

needs. 

 

III. RELATED WORK 

 
In order to examine log data generated by neutron experiments completely, K. Moriyama et al. [5] employed 

the ELK stack in their research. They claim that the ELK stack makes it possible to skillfully and effectively 
dissect log data, learn about information investigation and exploratory planning, as well as instrument activity. 

The effectiveness of the open source ELK stack against the commercial Splunk solution has been compared 
by Sung Jun Sonet et al. [6]. With the experiment, they were able to demonstrate that the ELK stack can be an 
effective, entry-level security log analysis solution with comparable performance to expensive commercial 
products. 

The system for cyber-attack detection and analysis that is suited to small and mid-size businesses was created 
by R. Stoleriu et al. [7]. They have integrated the ELK stack with other open-source Threat Intelligence platforms 
and a strong security technology stack. To conduct real-time searches, they have integrated the ELK stack with 
the malware information sharing platform (MISP). To find anomalies in the network traffic, they also employed 
machine learning algorithms in Elasticsearch. 

The ELK Stack network log system (NetFlow Log) has been built by Yang, CT et al. [8] to visually examine 
log data and show a number of network attack behavior characteristics for additional investigation. 

P. Sankar et al.[9] , showed how to use an ELK stack to analyze, process and draw inferences from logs 
obtained from social media networks like Twitter. 

To address the web application security concerns of the campus network, J. Gong et al. [10] created a log 
security threat monitoring platform based on ELK. The platform can efficiently identify security threats in the 
campus network, visual association analysis is practical, and it can efficiently increase the effectiveness of 
operation and maintenance as well as the speed of security attack investigation, according to system operation 
results. 

In a context of meteorological observation, Eugenio S. Almeida et al [11] employed the ELK stack to index 
sensor data and metadata. They choose relevant time windows, capture, transform, enrich, store, index, and 
generate graphs that are integrated in a dashboard for combined display and analysis using the ELK stack. 



 

  

The architecture model of a log management system using ELK Stack with Ceph was suggested by Yang C. 
T. et al. [12] in order to provide a secure network, strong Wi-Fi signal, and suitable backup data mechanisms. 
They claimed that by using the analyses' findings, they might identify cyber-attacks and respond appropriately. 

Using the open source stack ELK, Prakash et al [13] carried out the geo identification of users based on the access 

logs. They've also said that the ELK stack may be used to track fraudulent behavior, security flaws, and it appears 

promising for monitoring the Internet of Things, which is the future. 

 

IV. COMPARISION BETWEEN STATIC AND DYNAMIC LOG ANALYSIS 
 

Let's now concentrate on the reasons why it is necessary to make ELK capable of operating in a completely 
dynamic environment for ongoing registered users by outlining the drawbacks of the static method and how they 
are resolved by using the dynamic approach. 

Static Approach: 

 It requires creating input/output configuration files manually. 

 It is not triggering instantly and requires more time to get initial output at customer dashboard. 

 Code syntax possibility is more. 

Dynamic Approach: 

 It does not require any manual intervention. 

 All required configurations get created dynamically and instantly. 

 Output will be generated instantly as total process is automated. 

 Code syntax possibility is much less. 

 

V. METHODOLOGY 
 

  The ELK ecosystem as shown in figure 2 comprises of three parts as referenced previously. Logs are 

caught from various servers these logs are gathered utilizing different logstash specialists and given to the logstash 

for indexing and sorting. Different logstash modules are utilized to drive the information into the logstash 

specialist. These logstash specialists pass the indexed data to the elasticsearch for searching and query processing. 

Client can surrender their inquiries to elasticsearch utilizing kibana through HTTP request and in the wake of 

handling the query the JSON response is made and given to kibana. This outcome would be shown on kibana. 

Result is essentially as graphical portrayal, for example, pie diagrams, bar charts, line charts, histogram because 

of which perusing and comprehension of information becomes simpler for the end clients. Various outcomes can 

be consolidated together to frame dashboards. 

 

 
 

Figure 2: ELK Ecosystem 

 



 

  

 
To use ELK stack between multiple users/Infrastructures with live applications requires customization at all 

three component levels.  It needs customization in the whole data process from start point to end point. 

We are listing customization from data start point (logstash) to end point (Kibana Visualization). We are using 
syslog for example and explanation. 

A. Logstash 

As mentioned, Logstash has 3 main components. To make parallel data flow along multiple sessions requires 
Logstash to start multiple data channels. 

 Structure of syslog-input.conf : 

input { 

tcp { 

port => 1514 

type => syslog 

  } 

udp { 

port => 1514 

type => syslog 

  } 

} 

In this configuration Logstash has opened port 1514 for both tcp and udp data channels to collect data. 

In a multi-user (session) environment to collect data for different users Logstash needs to open multiple ports 
(one port per user (session) to create individual data channels for each user. 

 Structure of syslog-output.conf : 

  output { 

elasticsearch { 

hosts => ["localhost: 9200"] 

index => "syslog-%{+yyyy.MM.dd}" 

} 

} 

As mentioned in the structure output file defines elastic search node address and index. 

In a multi user (session) environment to push user wise data it need to be pushed in per user unique index 
format. 

  Implementation at Application : 

Per user account a port needs to be reserved along with logstash node address.For the same user input as well 
output files need to be created dynamically with that bind port.  

       Example Input File: 

 input { 

tcp { 

port => 2021 

type => syslog 

  } 

udp { 

port => 2021 



 

  

type => syslog 

     } 

   } 

     Example Output File: 

 output { 

elasticsearch { 

hosts => ["192.168.1.51:9200"] 

index => "user-syslog-%{+yyyy.MM.dd}" 

} 

    } 

For output file elastic search node addresses need to bind with the user account by defining a unique index 
pattern per user. 

B.  Elastic Search 

• Logstash Output file will define user wise index pattern for parallel data channels. 

• Accordingly indexes will be created and those indexes will follow rules defined for the index pattern. 

C.  Kibana 

• According to the index being created dynamically dashboard need to be created. 

• Dashboard will be mapped with a specific index. 

     • Dashboard can be displayed inside any other application inside an iframe or can be shared. 

 

VI. EXPERIMENTAL SETUP 

 

Using the ELK stack, we created a solution for huge volume log analysis. As stated in Table I, we chose the 

hardware and software environment for the ELK stack for this investigation. According to hardware 

specifications, the CPU is a 3.40 GHz, 4-core processor. There are 16GB of memory and Ubuntu 22.04 installed. 

Elastic Search version 8.5.3, Logstash version 8.5.3, Kibana version 8.5.3, and Syslog Plug-in version: 3.6.0 is all 

current software versions. 

 

Table 1: ELK Stack Installation Specification 

 

Hardware specification Software Specification 

CPU – 4 core processor 

 i7-4770 CPU @ 3.40GHz 

Memory : 16GB 

OS : Ubuntu 22.04 

Elasticsearch-8.5.3.tar.gz 

Logstash-8.5.3.tar.gz 

Kibana-8.5.3-linux-

x86_64.tar.gz 

Syslog Plugin-

plugin_syslog-3.6.0.zip 

 

 

VII. RESULTS 

 

Here in this section we are representing some of the results of our implementation. 

Below figure 3 display syslog captured for a particular user account. Time duration is changeable to view and 

analyze logs received during specific duration. 

 



 

  

 
 

Figure 3: Syslog for user account 

 

VIII. THE FUTURE SCOPE OF RESEARCH WORK 

 

The future scope of research work in making dynamic pipeline in ELK is vast, and there are several areas where 

further investigation could lead to significant improvements in this field. Here are some possible future research 

directions: 

 Automation and orchestration: One of the major challenges in managing dynamic pipelines is 

automation and orchestration. As the number of sources and pipelines grows, it becomes increasingly 

difficult to manage them manually. Future research could focus on developing more sophisticated 

automation and orchestration tools to manage dynamic pipelines more efficiently. 

 Machine learning-based approaches: Machine learning can be used to improve the performance of 

dynamic pipelines. For example, anomaly detection algorithms can be used to identify unusual patterns 

in log data and trigger the creation of new pipelines dynamically. Future research could explore the 

potential of machine learning-based approaches to make dynamic pipelines more effective. 

 Integration with cloud-based services: With the increasing adoption of cloud-based services, there is 

a need for dynamic pipelines that can integrate with these services seamlessly. Future research could 

focus on developing tools and technologies that enable dynamic pipelines to integrate with cloud-based 

services more effectively. 

 Security and privacy: With the increasing concern about data privacy and security, there is a need to 

ensure that dynamic pipelines are secure and compliant with data protection regulations. Future research 

could focus on developing tools and techniques that enable dynamic pipelines to be more secure and 

privacy-compliant. 

 

Overall, the future of research work in making dynamic pipeline in ELK is exciting, and there are many 

opportunities for innovation and improvement in this field. By addressing the challenges mentioned above and 

exploring new approaches, we can make dynamic pipelines in ELK more effective, efficient, and secure. 

 

CONCLUSION 
 

Log management and analysis are crucial for maintaining a reliable system. Easily combining and analyzing logs 

from many sources is a terrific method to encourage continuous improvement. The open source ELK Stack 

platform is the finest and quickest approach to create log analysis solutions. In this paper, we demonstrate how to 

leverage the ELK stack to manage numerous users' logs on a dynamic basis. When compared to expensive 

commercial products, the ELK stack can be a powerful beginning log analysis tool with acceptable performance. 
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