
 

Chapter 13 

Machine Learning 
 

Pinki Sharma 

Department of Computer Science and Engineering 

AKS, University 

Satna [M.P.], India 

Sharma3009pinki@gmail.com 

 

Dr. Reshma Begum 

Department of Mathematics 

Government P.G. College 

Seoni [M.P.], India 

reshmakhan1900@gmail.com 

 

I. INTRODUCTION 

Machine learning, a domain within the realm of artificial intelligence (AI), centers on creating algorithms 

and models that empower computers to learn and make predictions or decisions without requiring explicit 

programming. The objective of machine learning is to allow computers to enhance their performance on a 

particular task or series of tasks autonomously, using experience or data. Machine learning is a rapidly 

advancing field that utilizes a variety of techniques and tools to make significant advancements in technology 

and applications across different domains.  

There exist various forms of machine learning such as Supervised Learning, Unsupervised Learning, and 

Reinforcement Learning. [see Fig.1] Supervised learning involves training the algorithm on a labeled dataset, 

where the input data is paired with the correct output. The algorithm is trained to link inputs with outputs, 

and its effectiveness is assessed based on its ability to generalize to unfamiliar data. Unsupervised learning 

requires training the algorithm using unlabeled data, allowing the system to discover patterns and structures 

without direct instruction. Unsupervised learning often involves the use of clustering and dimensionality 

reduction techniques as standard procedures. In reinforcement learning, an agent learns how to make 

decisions through its interactions with an environment. The agent is given feedback in the form of rewards or 

penalties, and it aims to develop a strategy that maximizes the total reward over time. [1] 

Learning can also be divided into two categories: semi-supervised learning and deep learning. Semi-

supervised learning is a hybrid of supervised and unsupervised learning. The model is trained on a dataset 

that includes both labeled and unlabeled instances. Deep learning is a subclass of machine learning that 

comprises neural networks with numerous layers (deep neural networks). Deep learning has achieved 

tremendous success in a variety of disciplines, including picture and speech recognition, natural language 

processing, and playing difficult games. 

 
Figure 1. Types of Machine Learning 

 

Machine learning is used in a variety of applications, including:  

a. Computer Vision: image and video analysis, object detection, and facial recognition. 

b. Natural Language Processing (NLP): Language translation, sentiment analysis, chatbots, and text 

summarization are all examples of NLP. 

c. Speech Recognition: This is the process of converting spoken language into written text. 
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d. Healthcare: Predictive analytics, disease detection, and tailored medicine. 

e. Finance: Fraud detection, risk analysis, and algorithmic trading. 

f. Recommendation Systems: Platforms such as Netflix or Amazon provide personalized content 

recommendations. 

g. Autonomous Vehicles: Machine learning is utilized in self-driving automobiles for navigation, 

object identification, and decision-making. 

h. Manufacturing and Industry: Predictive maintenance, quality control, and process optimization. 

 

A. Defining Machine Learning 

“Machine learning (ML) is a subfield of artificial intelligence (AI) that focuses on the 

development of algorithms and models that enable computers to learn from data.” [see Fig. 2] In contrast 

to traditional programming, machine learning systems acquire knowledge from data to make predictions 

and decisions, bypassing the need for explicit programming in every scenario. The main concept of 

machine learning is to enable computers to enhance their performance on a particular task autonomously 

by gaining experience or exposure to data. 

 
Figure 2.  ML is a branch of AI 

 

Humans write clear instructions for a machine to complete a task in traditional programming. 

Machine learning algorithms, on the other hand, learn patterns and relationships from data, permitting 

them to extrapolate and foresee outcomes on new, previously unseen data. The learning process entails 

updating the model's internal parameters based on the input data and the desired output. [see Fig.3] 

 
Figure 3. Machine Learning Vs Human Learning 

 

B. The Evolution of Machine Learning 

Machine learning (ML) is a fundamental tool for harnessing artificial intelligence technologies. 

Machine learning is frequently referred to as AI due to its learning and decision-making skill sets, 

although it is actually a subset of AI. It was a part of the evolution of AI until the late 1970s. Then it split 
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out to evolve on its own. Machine learning has evolved into a critical response tool for cloud computing 

and e-commerce, and it is now being employed in a wide range of cutting-edge technologies. A quick 

history overview of machine learning is shown below: 

Machine learning is an essential component of modern research. It employs algorithms and 

neural network models to help computer systems gradually improve their performance. Machine learning 

algorithms create a mathematical model from sample data - often known as "training data" - to make 

judgments without being explicitly programmed to do so. 

Machine learning is based on a model of brain cell interaction in part. Donald Hebb developed 

the paradigm in 1949 in his book "The Organization of Behavior." Hebb's theories on neuron excitement 

and neuron communication are presented in the book. 

 

Hebb wrote, “When one cell repeatedly assists in firing another, the axon of the first cell 

develops synaptic knobs (or enlarges them if they already exist) in contact with the soma of the second 

cell.” [see Fig. 4] When Hebb's thoughts are translated to artificial neural networks and artificial neurons, 

his model may be stated as a method of changing the interactions between artificial neurons (also known 

as nodes) and the modifications to individual neurons. The link between two neurons/nodes strengthens 

when they are triggered simultaneously and weakens when they are activated separately. The term 

"weight" is used to describe these interactions, and nodes/neurons with significant positive weights are 

those that are both positive and negative. Nodes with opposing weights produce significant negative 

weights. [4] 

 

 
Figure 4. Donald O Hebb 

 

Machine learning has its origins in the mid-twentieth century. The perceptron model and the 

concept of neural networks were early advances that lay the groundwork. However, it wasn't until 

recently that massive datasets and sufficient processing power became available, that machine learning 

fully developed. 

Through the decades after the 1940s, the evolution of machine learning includes some of the more notable 

developments, here it shown in the Table 1: 

 

Table 1. Notable Past Contributions in the field of Machine Learning 

 

Year Notable Contributions 

1943 Walter Pitts, a logician, and Warren McCulloch, a neuroscientist, produced the first 

mathematical modeling of a neural network to construct algorithms that replicate 

human brain processes. 

Donald O Hebb 

Hebb wrote, “When one cell 

repeatedly assists in firing 

another, the axon of the first cell 

develops synaptic knobs (or 

enlarges them if they already 

exist) in contact with the soma of 

the second cell.” 



1949 Donald Hebb wrote the key book in machine learning development, The 

Organization of Behavior: A Neuropsychological Theory, about how behavior and 

thought relate to neural networks in terms of brain activity. 

1950 Alan Turing released "Computing Machinery and Intelligence," which proposed the 

Turing test and paved the way for what would become known as artificial 

intelligence. 

1951 Marvin Minsky and Dean Edmonds created the first artificial neural network (ANN) 

dubbed SNARC by simulating a network of 40 neurons with 3,000 vacuum tubes. 

1952 Arthur Samuel developed the Samuel Checkers-Playing Program, the world's first 

self-learning game-playing program. 

1956 In a proposal for a workshop widely regarded as a founding event of the AI field, 

John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon invented 

the phrase artificial intelligence. 

Logic Theorist, the first AI program purposefully designed to execute automated 

reasoning, was created by Allen Newell, Herbert Simon, and Cliff Shaw. 

1958 Frank Rosenblatt created the perceptron, an early artificial neural network (ANN) 

that could learn from data and served as the foundation for modern neural networks. 

1959 In a landmark study, Arthur Samuel invented the term machine learning to explain 

how a computer may be designed to outperform its programmer. 

"Pandemonium: A Paradigm for Learning," by Oliver Selfridge, was a seminal 

contribution to machine learning that defined a model capable of adaptively 

improving itself to detect patterns in occurrences. 

1960 James Adams, a mechanical engineering graduate student, built the Stanford Cart to 

help with his research on the subject of driving a remote vehicle using video data. 

1963 Donald Michie created MENACE (Matchbox Educable Noughts and Crosses 

Engine), a program that learns how to play a flawless game of tic-tac-toe. 

1965 DENDRAL, the first expert system built by Edward Feigenbaum, Bruce G. 

Buchanan, Joshua Lederberg, and Carl Djerassi, aided organic chemists in 

recognizing unknown chemical compounds. 

1966 Eliza, a computer program designed by Joseph Weizenbaum, is capable of 

conversing with humans and convincing them that the software has human-like 

emotions. 

Shakey, the world's first mobile intelligent robot, was created by Stanford Research Institute by 

combining AI, computer vision, navigation capabilities, and natural language processing (NLP). It was 

dubbed the "Father of Self-Driving Cars and Drones." 

 

II. BASIC CONCEPTS 

A. Definition of Learning System 

A learning system is a computational or technological system that is designed to learn 

knowledge, skills, or patterns from data or experience to enhance its performance over time. Learning 

systems are an essential part of artificial intelligence (AI) and machine learning (ML) applications. These 

systems are distinguished by their capability to adapt and evolve in response to new information, 

allowing them to make better choices or predictions as they encounter fresh data. 

A learning system is a broad notion that can refer to a variety of systems, including: 

a. Machine Learning Systems: These systems learn patterns from data using algorithms and models. 

Depending on the learning approach, they are classified as supervised learning, unsupervised 

learning, reinforcement learning, and other subfields. In the following section, we will go over it in 

further detail. 

b. Neural Networks and Deep Learning Systems: Deep neural networks, in particular, are a form of 

learning system inspired by the structure and function of the human brain. Deep learning systems 

excel at picture and speech recognition, natural language processing, and other tasks. 

c. Reinforcement Learning Systems: An agent learns to make decisions through reinforcement 

learning by interacting with an environment and receiving feedback in the form of rewards or 

penalties. The system's goal is to discover a method that maximizes cumulative rewards over time. 

d. Self-learning Systems: These systems are capable of self-adapting and improving without the need 

for explicit programming. They may include self-adjustment processes depending on feedback or 

changes in the environment. 

e. Adaptive Systems: Adaptive systems, which include adaptive control systems, change their 

behavior or parameters in response to changes in their environment or inputs. 



f. Cognitive Systems: These systems are intended to simulate human cognitive functions such as 

perception, reasoning, learning, and problem solving. Cognitive systems strive to mimic human 

intellect. 

A learning system's purpose is often to increase its capacity to do a certain task or set of activities 

through experience or data exposure. Learning systems are used in a variety of industries, including 

healthcare, banking, and manufacturing, to automate processes, make predictions, and solve complicated 

problems. 

In short, a learning system is a computational entity that can learn, adapt to changes, and improve its 

performance through the learning process, regardless of whether it uses data-driven techniques, 

experience-based learning, or a combination of both. 

 

B. Machine Learning Systems:  

Machine learning systems are computer systems that use algorithms and models to learn patterns 

and forecast or make decisions based on data. These systems are a subclass of artificial intelligence 

(AI) that are designed to enhance their performance on a certain task automatically through 

experience or knowledge exposure. Here are some important features of machine learning systems: 

a. Learning from Data: 

Supervised learning: It involves training the system on a labeled dataset in which the input data is 

coupled with the associated output or label. The aim is to learn how to map inputs to outputs. This 

type of learning is employed in tasks such as classification, in which the algorithm learns to map 

inputs to predetermined categories, and regression, in which the system predicts continuous values. 

Unsupervised Learning: Unsupervised learning is the process of training on unlabeled data with 

the goal of discovering patterns, structures, or relationships in the data without explicit instruction. 

Without explicit supervision, the algorithm investigates the intrinsic structure of the data, detecting 

patterns or grouping related data points. Unsupervised learning tasks like as clustering and 

dimensionality reduction are prevalent. 

Reinforcement Learning: The system learns by interaction with its surroundings in reinforcement 

learning. It gets input in the form of rewards or penalties and adapts its strategy to maximize the 

accumulated rewards. Applications include gaming, robotics, and self-driving cars. 

b. Algorithms and Models: 

• Regression Algorithms are used to forecast continuous numerical values. 

• When the result is a categorical label, classification algorithms are used. 

• Clustering Algorithms is used in unsupervised learning to group data points that are 

similar. 

• Neural networks, which are modeled after the human brain, are particularly powerful in 

tasks involving complex patterns, image recognition, and natural language processing. 

• Ensemble Methods combine numerous models to increase overall performance. Random 

Forests and Gradient Boosting are two examples. 

c. Deep Learning Systems: 

Deep learning (deep neural networks) is a subfield of machine learning that involves neural 

networks with several layers. Image and speech recognition, language translation, and game play 

are all common applications. 

d. Feature Extraction and Selection: 

To increase model performance, learning systems frequently require extracting relevant features 

from input data. The goal of feature selection is to determine the most important traits for a specific 

activity. 

e. Training and Evaluation: 

Exposing the system to a dataset and altering model parameters to minimize a loss function or 

enhance performance is what training entails. Evaluation is essential for determining how well the 

model generalizes to new, previously unknown data. 

f. Deployment: 

Machine learning models, once trained and validated, can be used in real-world applications to 

produce predictions or automate decision-making processes. 

g. Application Areas: 

Machine learning systems are used in a variety of fields, such as healthcare (diagnosis, tailored 

treatment), finance (fraud detection, risk assessment), marketing (recommendation systems, 

customer segmentation), and others. 

h. Challenges: 

Overfitting, data bias, interpretability of complicated models, and the necessity for huge labeled 

datasets are key challenges in machine learning. 



i. Continuous Improvement: 

Continuous monitoring and retraining are frequently used in machine learning systems to adapt 

to changing situations and improve over time. 

Overall, machine learning systems are critical for automating processes, extracting insights from data, 

and solving complicated issues in a variety of sectors. The growth of algorithms and the rising availability 

of massive datasets continue to shape machine learning systems' capabilities and uses. 

 

III. GOAL AND APPLICATIONS OF MACHINE LEARNING 

 

A. Goal of Machine Learning 

The goal of machine learning is to develop algorithms and models that enable computers to learn 

patterns from data and make predictions or decisions without being explicitly programmed. The 

overarching objective is to allow machines to automatically improve their performance on a specific task 

through experience or exposure to data. Here are some key goals and objectives of machine learning: 

a. Prediction and Generalization: Machine learning aims to build models that can accurately 

predict the outcome or label of new, unseen data based on patterns learned from the training 

data. Generalization is crucial, ensuring that the model can perform well on data it has not 

encountered during training. 

b. Automation: One of the primary goals of machine learning is to automate the process of making 

decisions or predictions. Instead of relying on explicit programming, machines can learn to 

perform tasks by adjusting their internal parameters based on data. 

c. Pattern Recognition: Machine learning algorithms are designed to identify patterns, trends, 

and relationships within data. This capability is valuable for tasks such as image and speech 

recognition, natural language processing, and identifying anomalies in large datasets. 

d. Adaptability and Flexibility: Machine learning models are designed to adapt to changes in the 

data distribution and handle new, previously unseen situations. This adaptability is crucial for 

real-world applications where data may evolve over time. 

e. Optimization: Machine learning involves the optimization of model parameters to improve 

performance on a specific task. This process often involves minimizing a loss function that 

measures the difference between predicted and actual outcomes. 

f. Decision Making and Control: In reinforcement learning, a subset of machine learning, the 

goal is for an agent to learn a strategy or policy to make decisions that maximize cumulative 

rewards in an environment. This has applications in areas such as robotics and autonomous 

systems. 

g. Discovering Insights: Machine learning can uncover valuable insights and knowledge hidden 

in large and complex datasets. This is particularly important in data-driven fields where 

identifying meaningful patterns can lead to better decision-making. 

h. Efficiency and Scalability: Machine learning algorithms strive to be efficient and scalable, 

allowing them to handle large datasets and perform computations in a reasonable amount of 

time. This is crucial for practical applications in various domains. 

i. Reduction of Human Intervention: The ultimate goal is to reduce the need for explicit human 

intervention in solving specific tasks. Instead, machine learning systems aim to learn from data 

and improve their performance over time with minimal human input. 

j. Interpretability and Fairness: There is an increasing emphasis on making machine learning 

models interpretable and ensuring fairness in their predictions. Understanding how a model 

arrives at a decision and addressing biases are important aspects of responsible machine 

learning. 

These goals collectively contribute to the development of intelligent systems that can enhance 

decision-making, automate complex tasks, and adapt to dynamic environments, ultimately leading to 

advancements in various fields and industries.[2] 

 

B. Applications of Machine Learning 

Image and speech recognition, natural language processing, recommendation systems, 

autonomous cars, and other applications are all possible using machine learning. It is critical for 

extracting relevant insights from enormous datasets and solving complicated issues in a variety of 

domains. 

Machine learning is currently responsible for some of the most significant technological 

advances. It is being employed in the nascent industry of self-driving automobiles, as well as for galactic 

exploration, as it aids in the identification of exoplanets. Stanford University recently described machine 

learning as "the science of getting computers to act without being explicitly programmed." Machine 



learning has spawned a slew of new ideas and technologies, such as supervised and unsupervised 

learning, new algorithms for robots, the Internet of Things, analytics tools, chatbots, and more.[2] 

Machine learning models have become highly flexible in their continual learning, making them 

more accurate the longer they run. Scalability and efficiency are increased when machine learning 

algorithms are integrated with new computer technologies. Machine learning, when combined with 

business analytics, has the potential to solve a wide range of organizational challenges. Modern ML 

models can forecast everything from disease outbreaks to stock market fluctuations. 

Google is actively working with machine learning through a technique known as instruction 

fine-tuning. The purpose is to train an ML model to address broad natural language processing problems. 

The method teaches the model to solve a variety of problems rather than just one type of difficulty. 

 

 
Figure 5. Applications of Machine Learning 

 

Machine learning has numerous applications in a variety of industries. [see Fig.5] Here are a few 

noteworthy examples: 

a. Healthcare: 

Disease Diagnosis: Machine learning models can evaluate medical pictures (X-rays, MRIs, CT 

scans) to help in disease diagnosis, such as cancer. 

Predictive Analytics: Predictive models can be used to identify people who are at risk of 

developing specific diseases and to optimize treatment options. 

b. Finance: 

Fraud Detection: Machine learning algorithms can evaluate transaction patterns in real time to 

detect possibly fraudulent activity. 

Credit Scoring: Using previous data, predictive algorithms assess creditworthiness, assisting in 

automated loan decision-making. 

c. Retail: 

Machine learning is used to assess client preferences and recommend products, hence enhancing 

user experience and increasing sales. 

Demand Forecasting: Predictive models aid in inventory optimization by forecasting product 

demand. 

d. E-commerce: 

Chatbots: Natural Language Processing (NLP) models underpin chatbots used for customer 

service, order monitoring, and tailored interactions. 

Machine learning algorithms modify pricing based on variables such as demand, rival prices, 

and customer behavior. 

e. Marketing: 

client Segmentation: Machine learning assists in the identification of unique client categories, 

enabling for targeted marketing initiatives. 
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Predictive models optimize ad placements and audience targeting based on user behavior and 

preferences. 

f. Cybersecurity: 

Anomaly Detection: Machine learning techniques can detect anomalous patterns in network 

traffic, alerting to potential security issues. 

Malware Detection: Models can examine code and behavior to detect and prevent malware 

transmission. 

g. Manufacturing: 

Machine learning models forecast equipment breakdowns, which reduces downtime and 

optimizes maintenance plans. 

Image recognition can be used to check and discover flaws in manufacturing processes. 

h. Autonomous Vehicles: 

Object Detection: Machine learning allows vehicles to detect and recognize things in their 

environment, which aids with autonomous navigation. 

Path Planning: Reinforcement learning models assist vehicles in determining the best paths and 

actions. 

i. Natural Language Processing (NLP): 

Language Translation NLP models power machine translation services, allowing users to 

translate text between languages. 

Sentiment Analysis: It is the process of analyzing social media and customer evaluations to 

determine how people feel about a product or service. 

j. Education: 

Personalized Learning: Machine learning can modify instructional content to students' specific 

requirements and learning methods. 

Prediction of Student Performance: Models can forecast student performance and suggest areas 

where more assistance may be required. 

k. Energy Management: 

Load Forecasting: Predictive models aid in optimizing energy distribution by anticipating 

demand and modifying supply accordingly. 

Fault Detection: Machine learning is used to detect anomalies and defects in energy 

infrastructure, which improves dependability. 

 

These examples demonstrate machine learning's versatility and capacity to deliver answers and 

insights across a wide range of fields, improving efficiency, decision-making, and user experiences.  

To summarize, machine learning is a game-changing field that is reshaping how we interact with 

technology and data. Understanding its principles and applications is critical for navigating the expanding 

artificial intelligence ecosystem and its real-world impact. 
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