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**Abstract.** Target detection in computer vision is a vital problem that has been studied in-depth for the past 20 years and used in a variety of applications. The main goal is to locate and recognize multiple objects of categories in each image accurately and swiftly. Computer vision algorithm classified into two categories based on their architecture and approach towards problems. In addition to providing a thorough review of the top algorithms in each area, this article compares and analyses a number of typical algorithms employed in this field using both popular public datasets and unique datasets. This essay also forecasts potential difficulties that target detection might encounter in the future.
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1. **Introduction**

The advancement of computer vision requires a number of essential elements, such as object detection, feature extraction, and image processing. Utilizing cameras or other sensors, images are captured, and then they are processed to enhance their quality by lowering noise, boosting contrast, and sharpening edges. Corners, edges, and textures are a few examples of relevant components that feature extraction searches for and extracts from photos.

Object identification, which uses machine learning approaches to detect and categorize items based on their features, brings the process to a successful conclusion. the enormous potential of computer vision to transform a number of industries and offer fresh approaches to challenging issues. Computer vision is projected to alter how people interact with the visual environment and open up new prospects for automation as machine learning and artificial intelligence advance. Computer vision has the potential to totally change a number of industries while also offering creative answers to complex issues. It is anticipated that machine learning and artificial intelligence will change the way we interact with our visual surroundings and open up new possibilities for automation and reasoned decision-making.

1. **Enhancing Target Detection Accuracy**

**2.1 R-CNN**

In order to create a list of region recommendations that are likely to contain objects of interest, the R-CNN algorithm uses a selective search strategy. After that, this feature vector is fed into a group of support vector machines (SVMs), which classify objects and improve bounding box predictions. The R-CNN (Region-based Convolutional Neural Network) object detection algorithm was released in 2014 by Ross Girshick, Jeff Donahue, Trevor Darrell, and Jitendra Malik. The enhanced R-CNN model achieved a mean average precision (mAP) of 66%. Figure 1 illustrates the architecture of the model, which begins by generating approximately 2000 region proposals using selective search for each image to be analyzed. These extracted region features are then uniformly transformed into fixed-length feature vectors and fed into an SVM classifier for classification.

The R-CNN (Region-based Convolutional Neural Network) approach is widely used in computer vision for object detection. However, it suffers from computational inefficiency due to the selective search technique and the individual evaluation of region proposals. To address these limitations, faster and more accurate variants of R-CNN have been developed. For example, Fast R-CNN accelerates computation by utilizing a shared CNN for all region proposals. This allows for end-to-end training and significantly faster processing.



 **Figure 1.** R-CNN architecture

**2.2 Spatial Pyramid Pooling Network (SPP-Net)**

Convolutional neural networks (CNNs) struggle with variable-sized input images, so the Spatial Pyramid Pooling Network (SPP-Net), a deep learning architecture, was developed to solve this problem without the use of resizing or cropping methods. SPP-Net was developed for tasks involving object recognition and was first introduced in 2014 by Kaiming He et al. SPP-Net use a CNN to extract features from the input image. These features are then processed by a spatial pyramid pooling (SPP) layer that divides the feature map into sub-regions of fixed sizes and applies max pooling operations to each sub-region. SPP-Net employs the SPP layer, which handles input photographs of varying sizes without needing to resize or crop them, making it excellent for real-world applications where input photos may have diverse aspect ratios or sizes needing to resize or crop them.

**2.3 Fast R-CNN**

As a result, the requirement for feature extraction for each region suggestion is eliminated, which significantly reduces the computational efficiency of R-CNN. An area of Interest (RoI) pooling layer is placed after the shared CNN and extracts a fixed-size feature map from each area proposal. This allows the RoI to be fed into a set of fully connected layers for object categorization. As a result, each region recommendation no longer requires feature extraction, which dramatically lowers R-CNN's processing efficiency. After the shared CNN, an area of Interest (RoI) pooling layer is added that extracts a fixed-size feature map from each area proposal. This makes it possible to feed the RoI into a group of completely interconnected layers for object categorization.

Fast R-CNN is an enhanced iteration of the R-CNN (Region-based Convolutional Neural Network) algorithm, specifically tailored for object detection tasks. Developed by Ross Girshick in 2015, Fast R-CNN aims to address the limitations observed in the original R-CNN approach. One notable improvement is the adoption of a training technique that facilitates the simultaneous optimization of the Convolutional Neural Network (CNN) and the Region of Interest (RoI) pooling layers. This enables an end-to-end learning process, enhancing both efficiency and performance.In contrast, R-CNN, which pre-trains the CNN on a huge dataset, handles the region proposals individually using a collection of support vector machines (SVMs) and bounding box regression. This technique enables Fast R-CNN to recognise objects faster and more precisely than R-CNN.



 

 **Figure 3**. Architecture of Fast R-CNN

**2.4 Faster R-CNN**

The Faster R-CNN method improves upon Fast R-CNN by incorporating a Region Proposal Network (RPN). This RPN leverages the same convolutional layers as the object recognition network and allows for end-to-end training. This integration enhances the overall performance and efficiency of the object detection process.The RPN outputs the shared CNN's convolutional feature map and generates region suggestions by sliding a small network over it. Each sliding window predicts many area proposals and the accompanying objectless scores. The region proposals generated by the algorithm are refined through bounding box regression, which helps improve their accuracy. Redundant suggestions are then eliminated using a technique called non-maximum suppression. The refined proposals are then passed through a RoI pooling layer and a set of fully connected layers responsible for bounding box regression and object classification. This method improves the computational efficiency of the object detection system and generates faster and more accurate object detection results than Fast R-CNN by allowing the RPN to share the feature computation with the object detection network.



 **Figure 4. Structure of a Quicker R-CNN**

1. **Single-Stage Target Detection Algorithms**

**3.1 YOLO V1**

Joseph Redmon unveiled YOLOv1 in 2016, an object identification model that does away with the region proposal extraction method in favour of a more traditional one. Using an SS grid to segment the image into cells, each cell in the grid predicts B bounding boxes and confidence scores for a total prediction of B(4+1) values. YOLOv1 enables 100% real-time detection at up to 45 frames per second on a single TitanX. The model performs poorly when attempting to recognize items in groups, which reduces identification accuracy even when there are less background mistakes.



 Fig : YOLO v1 architecture

**3.2 YOLOv2**

The YOLO V2 model, which contrasts with YOLO V1 and emphasizes enhanced memory and localization while preserving classification accuracy, was introduced by Joseph Redmon in 2016. YOLO V2 utilizes Darknet-19, a recently developed fully convolutional feature extraction network comprising 19 convolutional layers and up to 5 pooling layers. YOLO V2 incorporates various enhancements, including the anchor box technique, dropout reduction, addition of a batch normalization layer to the convolutional layer, utilization of k-means clustering on the training set of bounding boxes, and the adoption of several other improvements of multi-scale training are all factors that contributed to the model's improved recall and accuracy. The model still finds it challenging to locate targets with significant overlap and small size.

**3.3 YOLO V3**

YOLO V3, introduced by Joseph Redmon, is a well-balanced object detection model known for its exceptional speed and accuracy. It introduces several key improvements, such as transitioning from single-label classification to multi-label classification for category prediction. To enhance the detection of small targets, the model incorporates three scales and incorporates an up-sampling fusion technique inspired by the Feature Pyramid Network (FPN). The network structure is built upon the deeper feature extraction network known as Darknet-53. While the overall detection accuracy may not have seen significant improvement, YOLOv3 notably enhances the recognition of small targets and further boosts detection speed, particularly with an Intersection over Union (IOU) threshold greater than 0.5.

**3.4 Single Shot MultiBox Detector (SSD): A Fast and Effective Object Detection Model**

In 2016, Liu introduced the SSD (Single Shot MultiBox Detector) model, which incorporates the anchor box concept from the Faster R-CNN model and regression techniques from the YOLO algorithm. By utilizing both bottom-level and high-level feature maps, SSD enhances the accuracy and efficiency of multi-scale object detection. The final two completely linked layers in the VGG, which is the basic design, are replaced by convolutional layers. Utilising an Nvidia Titan X, SSD achieves 74.3% mAP on VOC2007 at 59 frames per second and is inspired by the RPN network's anchor mechanism. Small targets are harder for the SSD model to classify, and because different scale feature maps are independent, multiple boxes of varying sizes can simultaneously identify the same thing.



 **Figure 6.** SSD architecture

**3.5 YOLO v4**

In 2016, Liu introduced the SSD (Single Shot MultiBox Detector) model, which combines the anchor box theory and regression techniques from the Faster R-CNN detection model. SSD leverages both bottom-level and high-level feature maps to improve the accuracy of detecting objects at different scales. The VGG architecture forms the basis of SSD, where the final two fully connected layers are replaced with convolutional layers. Inspired by the anchor mechanism in the RPN network, SSD achieves impressive results, with 74.3% mAP on VOC2007 at a rapid processing rate of 59 frames per second using an Nvidia Titan X. However, the SSD model faces challenges in accurately classifying small targets, and the independent nature of the feature maps at multiple scales allows multiple boxes of different sizes to detect the same object simultaneously.

1. **Performance and Datasets across Different Algorithms**

**4.1 Dataset**

Although the phrase "artificial intelligence" was coined in 1956, it wasn't until 2012 that AI achieved substantial strides, in part because of the expansion of machine learning techniques, computing power, and data volume. Because performance evaluation and algorithm evaluation heavily rely on datasets. In actuality, the use of datasets in research has greatly aided the creation of detecting systems. The parameters for popular public datasets are listed in Table 1.

 **Table I: Parameters and Characteristics of a Dataset**



**4.2 Comparative Analysis of Algorithm Performances**

Statistics and comparisons of single-stage and two-stage detection techniques are provided in Table 2.

****

1. **CONCLUSION**

Object recognition is a complex and significant task in the area of computer vision, and it has received a great deal of interest recently. Deep learning has emerged as a prominent approach for object detection in various industries. However, despite its advancements, deep learning still faces several challenges, including. Addressing the dependence on large amounts of training data and finding ways to reduce data requirements. Enhancing the reliability of detecting small objects, which can be particularly challenging. Improving object detection performance across multiple categories, ensuring accurate identification across diverse classes of objects. In summary, while deep learning-based object detection systems have shown great potential, there is ongoing research and development needed to overcome these challenges and further enhance the capabilities of object recognition algorithms.
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