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***Abstract:***

***Information plays a very crucial role in the Healthcare sector. To know patient health condition every in details of patients is required. This health information is sensitive as health is concerned. Hence preserving that information is very important. This information is stored in a form of an electronic record in servers, flash memories etc and known as Electronic Health Record.***

***This EHR stores clinical reports such as prescriptions, pathology tests, x-rays, MRIs, etc. This information is very huge and also unstructured. Hence retrieving this information is very essential for decision making. Making decisions from EHR is very complex due to huge and heterogeneity and unstructured manner of organization of data. Here comes the role of deep learning. For this deep learning provides a solution based upon present features in it such as processing on heavy workload for a huge amount of data using GPU along with a Layered model for classification, overfitting, and underfitting issues handled using hyper-parameters, minimized cost function.***

***These features help in decision-making from the available EHRs. These EHRs will help healthcare workers to predict the risk of associated disease. These prediction models are built using various DL models such as FFNN, CNN, RNN, etc.***

***The chapter contains the role of EHR in the healthcare sector as well as how DL models are helpful to extract health informatics from the EHR.***
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 **Introduction:**

As we all are aware that Deep learning is the subset in the main stream diverse technology as Artificial Intelligence. Deep learning doesn't require preprocessing on the data set because of its architectures layer. This architecture layer is responsible to analyze data. But how does this happen in Deep learning?

Deep learning models consist of layered structure. In which the first and prime concerned layer as input layer. This layer provides the input to the next layer as hidden layers. These layers are responsible to perform the processing and provides the outcome to the next layer called output layer. These layers in deep learning are used to do analyze data.

As the main three layers in deep learning, the input and output layer are single-layered separately whereas the hidden layer is hidden as well as it uses more than one layer in it. Hence models in deep learning use cascading of multiple layers. These hidden layers are responsible to filter data. These layers are cascaded with multiple layers with each successive layer taking input from the previous layers. Deep learning has input layered fed to hidden layers. The hidden layer is fed to the output layer.

The input layer takes input features from the dataset and is applied to the hidden layer. This hidden layer trains through hidden neurons which are supplied to the output layer. Output layer responsible for the classification. The presence of the number of hidden layers in the model is directly proportional to the complexity of the problem.

The main motto of utilizing these deep learning models are to deal with the huge amount of data along with the diversity in the data types. Hence it is generally seen in deep learning that uses heterogeneous data. This data is text, images, and videos. The fundamental difference between machine learning and deep learning is that machine learning works on usually text data or structured data and if it uses images or videos need preprocessing before it is given to the training model whereas deep learning does not require preprocessing because of the hidden layer.

The learning algorithms in Deep learning uses the labelled data as a supervised learning for classification problems, unsupervised, semi-supervised learning. Supervised learning uses categorical data which is labeled, unsupervised learning uses categorical data which is not labeled whereas semi-supervised learning algorithm uses categorical which is labeled as well unlabeled[48].

Neural network architecture is adopted by Deep Learning. The common Supervised learning algorithms in deep learning algorithms are Artificial Neural Network (ANN), Convolution Neural Network (CNN), and Recurrent Neural Network (RNN).

ANN is a component of computing systems such analyzes the human brain and makes a decision. In ANN, neurons are responsible for computing information that is supplied to hidden neurons and given to the output layer. ANN identifies a pattern in the training phase at initial stage as the input layer, the output after the input layer which is trained is compared with the actual output, the difference between these outputs produces an error. This algorithm uses tabular data, image, and Text data. But the limitations of ANN are to work only on a 1-D vector for training purposes to model. Due to this 1-Dimensional vector data, the drawback as increased parameters increases the size of images. This algorithm cannot capture input data as sequential information.[1]

RNN algorithm is used to extract information from the time series data, audio data, or text data. This captures sequential input as the data and predicts the dependency present in a sequence. This shares the different times using parameter sharing. However, RNN suffers during backpropagation because of the gradient at the input layer which is obtained by multiplying the gradient of successive layers.[2]

CNN algorithm is used to process image and video processing. This automatically filters the data to extract information from the inputs. It extracts spatial features from the image. This is used to extract the object and location of the object.[3]

CNN uses multiple layers to process inputs and extract essential features from the image using activation function as ReLu, Pooling to reduce dimensions, Flattening uses pooling output into the one-dimensional matrix which is given to a fully connected layer.

RNN takes input from the previous layer and is supplied to the current step. This is suited for sequential data. RNN has four steps.[4]



Fig 1. Characteristics of DL

The diagram shows the important characteristics of deep learning. These characteristics in deep learning make it more prominent to use it on an unstructured and huge amount of data by using a good learning algorithm along with optimizing hyper-parameters which also needs an error-free system by considering effective cost functions.

Deep learning is mainly used in various sectors where the data is collected from heterogeneous data sources such as sensors, cameras or various web sources, social media, etc. This data is continuously generated hence it is so huge in capacity. Only collecting the data is not at all essential. To extract the information from that is very important. This extracted data is very important to predict, forecast, or in recommendation systems.

Based on this application area, deep learning plays a very important role to extract information from Electronic Health records. This extracted information is essential to healthcare works either for diagnosis or prediction. This information is also useful in care centers as well as used by the drugs suppliers to know the effects and side effects of the medicine.

Some questions such as what is Information Extraction, what is EHR, and how deep learning is used to extract information from EHR are very important for the discussion. Hence the paper focuses on Information Extraction, EHR, data types in EHR, and finally deep learning to extract information.

**Information Extraction:**

Information Extraction is a process through which essential information is extracted or retrieved and converted to structured data formats. There are various techniques to extract information from the unstructured data are tokenization, PoS tagging, Dependency Graph, NER with Spacy.

Tokenization separates text into smaller units called tokens. This tokenization is categorized into three types of words, characters, and sub-words called n-gram characters. SOTA, RNN, GRU, LSTM were used to preprocess the data at token levels in a transformer-based model. Word tokenizer separates text into individual words using word2vec, GloVe called as word embedding in tokenization. This method suffers from Out of Vocabulary (OOV). In character tokenization words are split into sets of characters this overcomes drawbacks in word tokenized of OOV but it increases the length of input as well as output which represents the sentence as the character which has a proper sequence. The text is separated into sub-words called sub-word tokenization using SOTA and BPE[45].

POS is a supervised learning approach that classifieds the words into parts of speech called lexical categories using MLP. This contains input data that is preprocessed which later extracts features and is applied to the classifiers as CNN, Bi-LSTM, Hybrid models, and results analyzed based on evaluation matrices[47].

**What is EHR:**

***EHR:***

EHR is electronic health records that stores patients report which are clinical reports. These reports are MRI, X-ray, Pathology reports, CT-scan, etc, or prescriptions prescribed by the doctors. These records are traditionally stored on paper but due to technological advancements, it is started to store data on electronic platforms since 1960. But this terminology came into the picture due to its availability and affordability in 1980.[5]

In the late 1980 and early 1990 due to easy accessibility of the hardware such as computers and Internet medical records stored on local disk or web-based EHR. This data was stored on the papers but due to the modern approach people started to preserves data on electronic media. These electronic media are CD, DVD, pen drives, Cloud storage or NFC, etc. This electronic form of data is accessible anywhere in the world. This EHR is useful in clinical decision support[6].

***Types of EHR:***

The following figure depicts the types of EHR

* Physician-Hosted System :

In this type of system, the software and hardware required to implement an EHR system are owned by the physician himself. It is useful for a physician who has a very large scale of medical practice[30].

**Advantage :**

* It is secure as the record is stored in a physician system hence without authorization it is not possible to retrieve any information from the system.
* Reliable.

**Disadvantage :**

* Complex to handle large software.
* Costly: As the physician is only responsible to make the store, maintaining, and updating the system, needs to pay for the services to the facilitators. This software designed is customized and implemented on the local servers.



**Fig 2.Types of EHR[32]**

* Remotely-Hosted System :

In this type of EHR, the storage of data and its maintenance is handled by a third party. This is useful and attractive for physicians having limited practice[30].

Advantage :

* Cheap compared to the physical EHR system
* Less overhead of hardware purchase and maintenance

Disadvantage :

* The initial cost is high
* Increase dependency for data on the remote system

 3. Remote System :

Remote System allows physicians or partitioners to access data remotely either in various forms such as subsidized, dedicated, and cloud. These remote systems types are categorized as follows:

1. **Subsidize:** In this, the physician or practitioner ties up with big hospitals and allows them to store and maintain the data for the EHR system which in turn subsidizes the cost of EHR for them.
2. **Dedicated:** In a dedicated remote system, physicians host their EHR data on a dedicated vendor’s server and most of the data-related work is handled by that vendor.
3. **Cloud:** In a Cloud-based remote system rather dedicated server the data is stored on an internet-based distributed system. This is the most popular system amongst the EHR systems. In this system, data is always available from anywhere through the vendor's website.[30]

Choosing the best EHR system is based on the requirement of the physician but nowadays the high-speed internet availability makes the cloud-based system popular among the physician and hospitals which can’t afford the infrastructural cost of a premises EHR system. But still, the large healthcare systems rely on a physical hosted system as it is more secure and gives them full control over data.

**Advantages of EHR:**

As EHR is an electronic way to carry health information. This electronic means of the information-carrying system provides the following advantages such as

* An accurate record is required at the time of patient care. This accurately carries very critical information.
* Due to the availability of data on the internet platform, it is easy to access data from any point. This helps to quick access of data from any place from any location. This results in easy coordination of the data.
* This reduces error which results in the inaccurate diagnosis of the disease results in proper treatment.
* Due to proper data maintenance, the data is stored in an appropriate format which helps to communicate details. These details are properly maintained in EHR which results in communication convenience to healthcare practitioners.



**Fig3 Advantage of EHR**

**Modules in EHR:**

To have data on the electronic form is not only the prominent solution unless the details for the data are not present in systems. The associated modules generated data for EHR areas Administrative data, Nursing Model, Laboratory Data Model, Radiology Images, Clinical Documents, Pharmacy. These modules are explained below in detail as:

* **Administrative Data:**
1. Patient Details :

These patients' details are blood group, weight, a height which are required for the nursing purpose. But in some of the circumstances demographics, race, eating habits, allergies, etc are required. Hence from a healthcare point of view for nursing and treatments, these details are required to practitioners.

1. Hospital Admission Details:

In this, the details of admission to hospitals and care have taken record is maintained. This also stores the administrative data. This data is required for hospital authorities to keep track of patients either financial or patient care information.

* **Nursing Model:**

The nursing model of EHR contains electronic data related to the patient such as the medical history of the patient, allergies, plan of treatment, medication history, diagnosis, the date for immunization, test results, etc.[27][28]. This provides a convenient way to decide a plan for patient care while nursing. In other words, this model keeps all clinical electronic records required for patient care during his/her admission to the hospital.

* **Laboratory Data Model:**

Laboratory data model stores Clinical data such as microbiology and biochemistry. This provides the initial data to medical partitioners for examination purposes.

* **Radiology Images**:

This data is in a form of images. These images are x-ray, CT scan, and MRI. This data helps practitioners to examine patients for long-term and critical diseases.

This data is generated through the machinery. Hence it is recommended by the researchers to predict the prevalence of critical circumstances of any disease or to diagnose the associated difficulty with patients to provide machinery details such as precision and accuracy parameters along with the tolerance levels, encoding schemes, etc.

Based upon these recommendations, reports or images specify all these terminologies related to machinery embedded in the report. Due to this, the burden of repetitive tests on patients reduces. This also helps patients to reduce the financial burden during treatment.

* **Clinical Documents:**

Clinical documents are the documents such as prescriptions, medical notes data, treatment plans. This also contains details of daily updates of patients based upon the treatment of course.

* **Pharmacy:**

This Pharmacy data stores the medication history as drug code, drug name, and course for the medication. These details are essential to decide the way of medication for the patients. This also decides the treatment flow. This also stores the information of the allergies and reactions due to drugs and their course.

This helps pharmacists to help in the research area for drug discovery as well drug development.

The figure shows various components that provide the data to the healthcare practitioners. Hence it is also called a patient's electronic health record. This record consist of various data such as text, images, videos, etc. This record is very important in critical circumstances to the doctors.

 

**Fig 4 Components of EHR**

The data EHR required in the following circumstances:

* Information extraction: To retrieve required data from stored in EHR.
* Disease Diagnosis: To diagnose disease from the patient's EHR.
* Disease prediction: To predict disease based upon available data from the clinical, radiological data.

Now, this store records in the systems and collected them through various data collection sources and later stored them in a system at cloud. This stored data in the cloud is very huge as well as heterogeneous in nature. Hence retrieving information from the huge amount of data is very essential. For this extraction of information deep learning plays a very significant role. The information extraction methods are categorized as rule-based methods, classification-based methods, sequential labeling Based methods, and Hybrid models[46].

These extraction methods are explained below in detail:

* 1. **Rule-based Method:**

Rule-Based information extraction systems contain rules and interpreters to interpret rules. These rules are patterns to be fulfilled by the position in documents. These rules are specified in regular expressions. These regular expressions use the sequence of characters that finds search patterns. This is used when data is in a form of text. The text data is available in clinical reports as well as in clinical documents. These data stores reports, prescriptions, line of course of medicine, and results. Hence these rules are to be developed in two ways. These ways are either manual knowledge and leveraging knowledge-based systems or hybrid systems.

This rule-based method extracts information from a semi-structured web page. It learns rules as syntactic or semantic barriers in text. This uses the top-down method and bottom-up approach[7].

* 1. **Classification-based Method:**

The classification-based Method is a supervised learning approach. This approach uses labeled data used to extract information. This information extraction using the classification method uses two phases. These two phases to extract information from data are as follows:

* Learning: This uses labeled data from pre-existing documents to predict the future from the learning model.
* Extraction: This phase accepts learned models to label from unlabeled documents.

Based upon these two-phase models, classification of the disease can easily be possible from the huge data. Deep learning models are used to classify diseases from huge datasets as well as the heterogeneity of the data in EHR. That heterogeneity of data collects clinical reports from the various groups. This uses different learning classification algorithms. These algorithms are CNN, LSTMs, RNN, GAN, RBFN, MLP, SOM, DBN.

* 1. **Sequential Labelling Based Methods:**

Sequential labeling is an NLP task. This assigns labels to each token. These tokens are considered for searching purposes. Token labeling and span labeling are the major types of sequential labeling. The difference between token labeling and span labeling is that token labeling uses individual POS whereas span labeling uses a group of words known as tags[44].

Based upon these two types of sequential labeling based methods to retrieve the information. This retrieval of information from the stored records such as clinical reports, prescriptions, medical records, and patient information is raw data. This uses information extraction principles as :

* Dependencies in the source information.
* Differentiating factor to observe proper dependency data
* Accuracy measures the information from the data.

 HMM and CRF is the best models for sequential labeling-based methods that take sequential input instances and predict an optimal sequence of labels. But these approaches suffer due to a lack of semantic[26].

 **4. Hybrid Models:**

These models use a combination of more than one approach to extracting information from the data. The semantics involves two components in information extraction using information models and value sets. The information model specifies data semantics and defines the relationship, rules, and operations. The value sets to store the permissible values.

**Data Types in EHR**

EHR data types are categorized as common data types and emerging data types. Common data types are

1. **Demographics Data: This** demographic data includes general but very essential terms such as age, gender, and medical parameters are vary concerning age and gender along with race.
2. **Diagnoses** **Data**: This data includes the medical history of the patients as well as diagnosed disease severity.
3. **Problem** **List Data:** This data contains the status of diagnosed disease as an active or resolved diagnosis.
4. **Data of Family History:** This data includes hereditary medical issues and their severity.
5. **Allergies Data:** The Allergies data includes medicinal allergies and food allergies.
6. **Immunization Data:** This data contains DTaP, HepB, IPV
7. **Medication Data:** In this data type it includes written prescriptions by the experts, a record of doses its frequency, and its course of duration.
8. **Procedures Data:** This data type includes inpatient and outpatients. American Medical Association standardizes services in healthcare sectors using current procedural terminology called CPT. These services are in medical, surgical, or diagnostic aspects. The CPT codes store three types of procedural data as
* **CPT Category 1 codes** are codes for Evaluation & Management, Anesthesia, Surgery, Radiology, Pathology and Laboratory, Medicine services, and procedures.
* **CPT Category 2 codes** are for Patient management, patient history, physical examination, Diagnostic or screening Processes, Follow-up, Therapeutic, preventive, etc.
* **CPT Category 3 codes** for new technologies, services, and procedures[8].

Hence the CPT code sets are HCPCS level II for procedures, services, drug supplies, and equipment details required during medical diagnosis or examination.ICD-10 PCS specifies facilities inpatient procedures. ICD 10-CM diagnosis of patients of inpatient or outpatients provides.

1. **Lab orders Data:** This data contains laboratory reports as Blood Test reports.
2. **Vital Sign Data: Vital sign data** consist of Body Mass Index as weight, height, and Blood Pressure.
3. **Data type as a Report: Reports containing** radiology, pathology, etc.
4. **Utilization Data:** This includes data of admission to the hospital and treatment costs.

**Emerging Data Types:**

Some emerging data types are Biosample Data, Genetic Information, Social data, Patient-Generated Data, Community Data, Geo-Spatial, Survey, Free Text [34].

EHR data is useful in the following circumstances :

* **Biosample Data:** This data consists of race, age, gender of the patient
* **Genetic Information:** This maintains the record of medical history, side effects, and diagnosis.
* **Social Data:** This data maintained the main two types of diagnosis record of patient as active and resolved diagnosis
* **Patient-Generated:** This data maintains the known disorders in the patient and the associated risk factors
* **Community**: It contains data related to allergies caused by food or medication and anaphylaxis
* **Geo-spatial:** it contains geographical indications such as DTaP, HepB, IPV
* **Surveys**: It contains the written Prescriptions.
* **Free Text:**  inpatient, outpatient
* **Other Data Types:** it contains mainly general laboratory test data such as CBC test results, level of HbA1C.

**Role of Deep Learning to extract information:**

Deep learning approach to extract information from various data types. These data types are demographic databases that store the actual maps and locations. The other forms of data collection from IoT devices as real-time inputs. Hence it is huge in storage. To extract information from various data modules discussed below.

The linguistic model extracts information using an unsupervised learning approach. This extracts information for a very specific and small data set in the training phase. This Linguistic Model uses ULMfit, ELMo. These are unsupervised algorithms that embed large text corpora to gain knowledge using RNN[9].

ULMfit is Universal Language Model Fine-Tuning for Text Classification. This uses an inductive learning approach for task-based modification. This classifier uses the activation function as ReLu in the hidden layer and softmax in the output layer. This classification technique reduced error by 18-20%[10].

ELMo ("Embeddings from Language Model") uses context from the words. This represents a sequence of words using the word embedding method as a corresponding sequence of vectors. It used Character-level tokens and fed them to bi-directional LSTM as an input, which in results produces word-level embeddings.

The technique in NLP, Named Entity Recognition (NER) is used to extract information from the descriptive information. This descriptive information in the EHR system in administrative System modules such as Patient registration details and Hospital Records as well as in Nursing Module such as Patients Details. This NER technique uses supervised, unsupervised, and semi-supervised algorithms. This technique uses semantics.

This is used to extract information from the clinical reports. This technique determines the quantity and type of drugs for the treatment[11][12][13].

**Information Extraction approaches for different Data Sets:**

Various modules in EHR systems stores data in various forms. As per the requirement of the data, module data is stored. This data is required for various purposes. The approaches used to extract information from various data in EHR are explained below in detail:

***Demographic Data Type:***

To examine the health annually to detect tuberculosis in chest radiograph using demographic information. This demographic variable such as age, gender, height, weight used as input along with the x-rays. These demographic variables are inputted to the Hidden Layer in CNN to diagnose the probability of tuberculosis. These demographic features were extracted using Global Average Pooling (GAP). Later SGD optimized was used. AUC differences compared with the CNN model only for radiology data with demographic variables. By inclusion of demographic variables performance of the system results in more promising concerning AUC and sensitivity of the model also increases[14].

**Medication Data**

The Chinese medical terms are evaluated using a statistical model which finds the relationship between the events such as the admission, course of treatment, course of medication, discharge information, allergies, etc are in text form, this needs to be driven by recognition using NER. The bag-of-character feature for conditional random field proposed by the Chinese EMR and validation is done using 5-fold cross-validation to evaluate the CRF method. To match the description in EHR data is classified using binary support vector machine. A medical event and description use local context features uses three words before/after and recognized terms/candidate description, as well as semantics features, describes the normalized google distance between medical term and candidate description[15].

Multitask RNN with contextual word embedding model BERT improvises the NER tasks. These NER tasks are divided into two parts as named entity discovery and named entity classification[16].

**Information Extraction from EHR using Deep Learning**

Deep Learning is used to discover and stratify new subtypes and improve classification under existing diseases. This uses data which is taken from an EHR module that stores the clinical records. This method evaluates information and shares quantitative and qualitative components. The medical discharge summaries, diagnostic test reports are written in textual format This EHR uses Name Entity Recognition and Relation Extraction[17].

These two extraction methods. To extract information from the written textual format requires NLP tools.

NER system uses a deep learning model. In this model, the input is the raw data as a sequence of the words in the sentences. The output from the input layer is given to the embedded layer. This layer transforms the sequence of the word into density-valued vectors. Deep Neural networks train wide-level feature representation and feature long-term dependencies.[18][more things to be included].

NER system uses CNN architecture uses Hyperbolic Tangent Action Function (HardTanh) as non-linear layers and standard linear layers. As the input, the system is text data hence to the English layer NLP tasks are applied. This captures words using an embedded layer and later mapped to an N-dimension vector. Long-term dependencies in hidden layers are captured using a convolution layer. Stochastic gradient descending is used to train Neural networks for local and global features. Finally, these extracted features for supplied to the classification layer to classify the sentence level log-likelihood approach[19].

In the proposed work[20] hybrid systems are used to extract information related to the drug. This extracts data from the dosage, frequency, and duration of the medication along with route condition. Skip-gram, FastText embedding, and embedding for language model tested on Embedding layer with bidirectional LSTM and bidirectional LSTM conditional random field.

CNN uses a Bag of words, n-gram, and embedding-based logistic regression model used for the feature representation[21].

NER was used to identify the predefined entities from text to extract clinical information at the initial stage later this initial extracted information using different models such as BiLSTM-CRF, BERT, and BERT-CRF. CT reports are trained using BiLSTM-CRF.For optimization purposes Hyper-parameter for BiLSTM-CRF Mini -batch stochastic gradient descent with learning rate 0.1 to 0.9[22].

CNN architecture is designed for specific tasks in computer vision and medical imaging. This model trains the 2D,3D model of CT or MRI by cross-sectional abdomen image[23].

NER and Relational extraction are the two stages in deep learning that are used to extract text from the medical data. NER uses Bi-LSTM and CRF ,for relation extraction CNN model is applied[27].

**BioSample Data:**

BioSample data contain data about a single biospecimen that has attributes such as age, cell types, gender, genome types, tissues strain, etc. Hence it uses the NLP approach for NN to convert free text to numerical data. This conversion from text to numeric using the word2vec model. This uses bi-LSTM for training as well as testing data sets with 64 hidden layers[24].

To extract information from the biosample data used technique as word embedding for information retrieval using vectorization using a one-hot encoding scheme. Similarities in words are estimated using semantic evaluation. This classifies short phrase entities[25].

**Genomic Data:**

Genomic data is about an individual DNA. This data consists of the genetic test as well as biospecimens. Genomic data used to link clinical data for diagnosing diseases. This connection useful in predicting associated risk for disease along with way of patients response based upon treatment and the reactions of the drugs. The approach used by researchers to extract features from the genomic dataset is to have a DNA strands model for the scanning and performance measure used within the framework[33].

Various Deep Learning approaches for EHR

* **eNRBM**: In this approach, the author proposed the model based on Auto Encoder Architecture as eNRBM (“EMR-driven nonnegative restricted Boltzmann machines”)[35] to predict suicide risk. They use a modular learning process for the 7,578 patient records which consist of attributes such as
	1. Diagnoses - International Statistical Classification of Diseases and Related Health Problems-10
	2. Procedures - Australian Classification of Health Interventions
	3. Elixhauser comorbidities
	4. Diagnosis-related groups
	5. Emergency attendances and admissions,
	6. demographic variables are ages in 10-year intervals and Gender

	This model is tested on performance metrics such as F1-score, precision, and recall
* **Deep Patient:** In this approach, the author proposed the Deep patient [36] model which uses stacked denoising autoencoder architecture for predicting future diseases. They use a modular learning process for the 704,587 patient records which consist of attributes such as
	1. Demographic variables are age, gender, race,
	2. diagnoses - International Statistical Classification of Diseases and Related Health Problems-9
	3. Medications data
	4. Procedures data
	5. Lab tests
	6. free-text clinical notes

This model is tested on performance metrics - Area Under the Receiver Operating Characteristic Curve (AUROC), Accuracy, F1-score, Precision.

* **Deepr:** n this approach the author proposed the Deepr model which uses Convolutional Neural Network (CNN) architecture for predicting unplanned readmission. They use an end-to-end learning process for the 300,000 patient records which consist of attributes such as
1. Diagnoses - Australian Coding Standard
2. procedures - Australian Classification of Health Interventions

This model is tested on performance metrics - Area Under the Receiver Operating Characteristic Curve (AUROC).

* **DeepCare:** In this approach, the author proposed the DeepCare[38] model which uses Recurrent Neural Network (RNN) architecture for predicting unplanned readmission and disease progression. They use an end-to-end learning process for the 7,191 patient records which consist of attributes such as
	1. Diagnoses - International Statistical Classification of Diseases and Related Health Problems (ICD-10)
	2. procedures - Australian Classification of Health Interventions
	3. medications - Anatomical Therapeutic Chemical Classification
* This model is tested on performance metrics such as F1-score, precision, and recall

 **Med2Vec:** In this approach, the author proposed the Med2Vec [39] model which uses Feed Forward Neural Network (FFNN) architecture for predicting medical codes in previous/future visits. They use an end-to-end learning process for the not disclosed number of patient records which consist of attributes such as
	1. Diagnoses - International Statistical Classification of Diseases and Related Health Problems (ICD-9),
	2. procedures - Current Procedural Terminology
	3. medications - National Drug Codes

	This model is tested on performance metrics - Area Under the Receiver Operating Characteristic Curve (AUROC) and recall
* **Doctor AI:** In this approach, the author proposed the Doctor AI [40] model which uses Recurrent Neural Network (RNN) architecture for predicting medical codes in future visits or duration until the next visit. They use an end-to-end learning process for 263,706 patient records which consists of attributes such as
	+ Diagnoses - International Statistical Classification of Diseases and Related Health Problems (ICD-9)
	+ procedures -Current Procedural Terminology
	+ medications - Generic Product Identifier

	This model is tested on performance metrics - R2 score and recall
* **RETAIN:** In this approach, the author proposed the RETAIN[40] model which uses Recurrent Neural Network (RNN) architecture for predicting medical codes in future visits or duration until the next visit. They use an end-to-end learning process for 32,787 patient records which consists of attributes such as
	+ Diagnoses - International Statistical Classification of Diseases and Related Health Problems (ICD-9)
	+ procedures -Current Procedural Terminology
	+ medications - Generic Product Identifier

	This model is tested on performance metrics - Area Under the Receiver Operating Characteristic Curve (AUROC).
* **RETAIN:** In this approach, the author proposed the RETAIN[41] model which uses Recurrent Neural Network (RNN) architecture for predicting medical codes in future visits or duration until the next visit. They use an end-to-end learning process for 32,787 patient records which consists of attributes such as
	+ Diagnoses - International Statistical Classification of Diseases and Related Health Problems (ICD-9)
	+ procedures -Current Procedural Terminology
	+ medications - Generic Product Identifier

	This model is tested on performance metrics - Area Under the Receiver Operating Characteristic Curve (AUROC).
* **retains:** In this approach, the author proposed the RetainVis [42] model which uses Recurrent Neural Network (RNN) architecture for predicting cataract and heart failure. They use an end-to-end learning process for 63,030 for heart failure patient records and 117,612 for cataract patient records which consist of attributes such as
	+ Diagnoses - Korean Statistical Classification of Diseases and Related Health Problems
	+ procedures
	+ medications

	This model is tested on performance metrics - Area Under the Receiver Operating Characteristic Curve (AUROC) and Area Under the Precision-Recall Curve (AUPRC)
* **Ensemble model:** In this approach, the author proposed the Ensemble model [43] model which uses ensemble architecture consisting of a weak learner of Feed Forward Neural Network (FFNN) and Recurrent Neural Network (RNN) for predicting inpatient mortality, 30-day unplanned readmission, long length of stay, diagnoses. They use an end-to-end learning process for 216,221 patient records which consists of attributes such as
	+ Demographics
	+ provider orders
	+ Diagnoses
	+ Procedures
	+ Medications
	+ laboratory values
	+ vital signs
	+ flowsheet data
	+ free-text medical notes

	This model is tested on performance metrics - Area Under the Receiver Operating Characteristic Curve (AUROC).

	**Conclusion:**

As EHR generates huge and heterogeneous data. This data is generated from various modules present in EHR.EHR is maintained in a remote place, remotely hosted storage, or cloud. These storage systems have their advantages associated with them. So the utilization of their types decides based upon applicability. The data in EHR are text, demographic data, BioSamples, Diagnostic data, clinical data, or radiological data. This data is in text, images, or videos. So the data in EHR must be stored in standard data patterns. If that standard storage pattern of data is maintained by all practitioners then Deep learning results in the best extraction of the information. So to extract information various deep learning methods are discussed and these methods are applied to the various types of data to extract information. This information extraction method uses neural networks and information processing is done by the NLP. This approach helps in information extraction from various modules present in an EHR system. Also, different learning models such as CNN, RNN, DNN are used to Predict the disease. Also, the chapter discusses various deep learning models to predict diseases.
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