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ABSTRACT: 

 

Adults regularly use biometric recognition for a variety of tasks that require confirming a person's 

identity. However, there is still a challenge with the biometric identification of youngsters. The solution to 

this issue might improve border control measures to stop child trafficking, safeguard children from fraud and 

identity theft, assist in the search for missing children and their families, and improve digital record-keeping 

procedures. Researchers gathered biometric data from infants' fingerprints, irises, and outer ear shapes to 

begin developing biometric identity systems for kids. Challenges specific to each modality exist. When 

feasible, babies were used in the testing of modern gear and software created for adults. It was created when 

new hardware or software was necessary. Preprocessing techniques have to be changed to take into 

consideration the localization and segmentation of developing irises. Existing gear was used to take pictures 

for the iris modality. Using specialist equipment, newborn fingerprints were captured on film. Image 

processing software was then developed to convert the images into a format that is backwards compatible with 

the current international standards for minutiae extraction and comparison. The advantages and disadvantages 

of utilizing each of these modalities throughout the first year of life were examined using qualitative and 

quantitative evaluations of usage and performance. Each modality has distinct usage guidelines, even though 

there isn't one solution that applies to everyone. 
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INTRODUCTION: 

 

 

Personal identification is the process of connecting a specific person to an identity. It serves a crucial 

function in our society, answering questions like "Is this the person he or she claims to be? Has this 

applicant been here before? Should this individual be allowed access to our system?" and "Should this 

individual be given access to our system." "Does this employee have the necessary permissions to carry 



out this transaction?" etc. are requested by tens on a regular basis in the financial services, healthcare, e-

commerce, telecommunications, government, etc. Due to the increased use of technology, people are 

becoming more and more linked online. fast-paced development of information technology. Because of 

this, it is crucial to establish very precise automated personal identification. To confirm or identify the 

identity of persons requesting their services, several different systems require reliable personal 

identification mechanisms. These systems are created to ensure that no unauthorized users and only 

authorized users have access to the services being provided. A few exa mples of these systems are ATMs, 

computers, laptops, mobile phones, and secured building access. These systems are susceptible to 

imposter deception in the absence of reliable authentication measures. Access to computers was formerly 

controlled using passwords (knowledge-based security) and ID cards (token-based security). There are 

two major benefits to using these conventional methods of personal identification: each modality has 

particular usage guidelines. they are fairly straightforward; and they may be inexpensively and readily 

implemented into a variety of systems.These systems have a variety of drawbacks despite the fact that 

they do not depend on any fundamental characteristics of a person to produce a personal identity. PINs 

can be forgotten or guessed by imposters, and tokens can be lost, stolen, forgotten, or misplaced. If a 

password is supplied to an unauthorized user or a card is taken by a fraudster, the security of these systems 

can be readily compromised. Furthermore, simple passwords are simple to guess (by a fraudster), but 

complex passwords may be difficult for an authorized user to remember.They cannot meet the security 

needs of our networked information society as a result. The drawbacks of conventional verification have 

been solved by the development of biometrics. 

 

Biometrics 

 

When referring to authentication methods that rely on physiological and personal features that can be 

measured and automatically checked, the term "biometrics" in the context of computer security is used. 

To put it another way, everyone of us possesses distinctive personal qualities that may be used to identify 

us, such as a fingerprint, retinal pattern, and voice characteristics. Strong or two-factor authentication, 

which entails verifying your identity using two of the three techniques of something you know (for 

example, a password), have (for example, a swipe card), or are (for example, a fingerprint), is becoming 

increasingly popular in secure computer settings. individual today Some computers include fingerprint 

sensors that you may slide your index finger into to authenticate. Your fingerprint is scanned by the 

computer to identify you. Based Depending on your identity and a passcode or passphrase 



different levels of access are given to you. One may be able to see confidential papers, use a credit 

card to do online purchases, and more depending on the access level. 

Authentication Methods Using Biometrics 

 

Simply said, a biometric authentication is pattern recognition that confirms the identity of a person by 

confirming the veracity of a certain physiological or behavioral characteristic that the user possesses. 

Developing a workable method to choose how to identify someone is an important topic. There are two 

components to an authentication  .Module 1 of enrollment 

 

• Module identification verification 

 

• Work of Biometric Technologies 

 

 

The biometric system's enrollment module is used to sign up users. An individual's biometric trait is 

scanned by a biometric scanner during the enrollment phase to create a raw digital representation of 

the characteristic. The unprocessed digital representation is often further converted into a small, costly 

file that will help with matching using a feature extractor. expensive representation, sometimes 

referred to as a template. 

The template could be stored in the central database, depending on the application. Depending on the 

application, biometrics can be used either as an identification or verification method. Verification, 

commonly referred to as authentication, is a technique used to verify that someone are who they say 

they are and to establish their identification. Establishing a person's identity, or figuring out who a 

person is, involves using identification. All biometric systems begin with an enrollment step, which 

is followed by a matching stage that may either utilize identification or verification and measures 

many attributes in significantly different ways. 

Enrollment 

During the enrolling procedure, a biometric system acquires the ability to recognize a 

particular individual. First, the person presents some form of identification, such an identity card. The 

biometric is connected to ID card-based identification. He or she then submits hands, fingers, hands, 

or iris to an acquisition device to provide the biometric. After identifying the distinguishing traits, one 

or more samples are obtained, encoded, and saved to serve as a template for future comparisons. The 

technique utilized to get the biometric sample will determine whether it is an image, recording, or 

record of associated dynamic measures. The manufacturer's secret algorithms determine how 

biometric systems acquire characteristics, encode data, and store it in the template. 



The technology and vendor both influence template size. Templates can be kept locally on a 

biometric scanner device, remotely in a central database, or even on smart cards or tokens due to their 

modest size. 

A template's production is influenced by minute changes in location, distance, pressure, 

environment, and other factors. As a result, every time a person's biometric information is gathered, 

a new template is presumably created. Depending on the biometric system, a person might need to 

supply biometric data more than once in order to enroll. The reference template may then be a 

combination of the data that was captured or it may keep a number of enrollment templates. The 

caliber of the template or templates is crucial for the overall success of the biometric application. 

Since biometric traits might vary over time, people might need to reregister in order to update their 

reference template. 

While matching processes are being carried out, certain technologies could change the reference 

template. The process of enrollment is also influenced by how well the enrollee is identified. The 

reference template is connected using the identity listed on the identification document. If the 

identification document does not show the person's real identify, the reference template will be 

associated with a false identity.       

Verification 

It is determined if a person (i.e., the person who enrolled) is who they say they are after enrolment in 

verification systems. Once an identification has been provided, the biometric is shown, the biometric 

system collects it, and a trial template is created using the vendor's algorithm. When a person enrolls, 

the system stores a reference biometric template, which is compared to the trial biometric template to 

see if they match. Whatever the case, the system is aware that a registration has taken place. One-to- 

one matching is another name for verification. Even though their databases contain hundreds of 

thousands to millions of registered templates, verification systems always work by comparing a person's 

provided biometric to their reference template. The similarity of two data sets may be readily determined 

by almost all verification methods. One of the most well-known identity verification systems requires 

staff members to verify users' stated identities before allowing them access to sensitive areas or 

computers 

Identification 

The initial stage of identification is enrollment in identity systems. There is no identifiable information 

given, unlike verification systems. Instead of identifying and comparing an individual's reference 

template to their provided biometric, the trial template is compared to the reference templates that have 

been saved for each person registered in the system. Because a person's biometric is compared to several 



biometric templates stored in the system's database, identification tec hniques are known as 1: M (one-

to-M, or one-to- many) matching. Positive and negative identification systems come in two varieties. 

Positive identification methods are employed to guarantee that a person's biometric is recorded in the 

database. Your aim when looking is to find a match. 

Any person requesting access is compared to a database of enrolled personnel via a conventional 

positive identification system, which regulates access to a secure facility or computer. The objective 

is to ascertain if a person who seeks access may be recognized as having registered for the system. The 

use of negative identification techniques guarantees that a person's biometric data is not stored on 

record. A search is expected to provide a no match result. An individual's biometric data is matched to 

a database of all individuals who have ever asked for public assistance. For instance, the program might 

make sure that the user isn't "double dipping" by creating many accounts and fictitious documentation. 

Watch list systems represent yet another kind of negative identification. These tools are intended to 

locate people who are on watch lists and notify the relevant authorities. Before allowing them to go 

normally, the strategy makes sure that no other people are on a watch list. The possibility exists that 

the individuals whose biometric data are stored in the These systems did not freely furnish the 

database with it. A face from a police officer's mug photo might be utilized as a biometric in a 

surveillance system. 

 

Matches Are Based on Threshold Settings 

 

No method of identification or verification can guarantee a perfect match since a biometric is likely to 

differ each time it is taken. In order to set biometric systems to determine if a match or no- match exists, 

a predetermined value known as a threshold may be employed. It may be used to de termine how much 

resemblance between the reference template for the trial and the participants is appropriate. Following the 

comparison, a score reflecting the degree of similarity is obtained. This score is then compared to the 

threshold to determine whether or not there is a match. Numerous references may be regarded as matches 

to the trial template depending on how the threshold is set in identification systems, with higher scores 

denoting stronger matches. 

Advanced Biometric Technologies 

 

 

Even though there have been more biometric technologies released over the past few years than ever 

before, it has only taken the best ones five years to become more widely utilized. 

Even while certain technologies are more user-friendly than others, some are better suited to specific 

applications. Seven prevalent biometric technologies are listed here: 



 

1. Recognizing faces facially 

 

 

2. Identification of Fingerprints 

 

3. Three. Hand Geometry 

 

4. Identification of Iris 

 

5. Identification of Signatures 

 

FINGERPRINT RECOGNITION 

One of the most popular and often used biometric technologies is the recognition of fingerprints. Since 

the early months of the 1970s, automated systems have been widely offered for sale. At the time of 

our inquiry, we discovered that over 75 firms produced fingerprint recognition technology. In the past, 

law enforcement applications tended to be where fingerprint recognition was applied. 

The fingerprint identification technique employs the characteristic ridges on the fingertips to create 

impressions from which to extract features. It is also permissible to have flattened or rolling 

fingerprints. In contrast to a rolling print, which captures ridges on both sides of the finger, a flat print 

only captures the impression of the finger's central area between the tip and the first knuckle. With the 

use of a scanner, a fingerprint image is obtained, improved, and turned into a template. Ultrasound, 

optical, and silicon technologies are all used in scanners. Despite the possibility that it would be the 

most accurate, ultrasound has not been shown to be frequently used. Optical scanners were most often 

used in 2002, our research shows. The ridges are sharper, and during augmentation, the "noise" brought 

on by things like dirt, wounds, scars, and wrinkles as well as dry, wet, or worn fingerprints is 

diminished. Eighty percent of vendors' algorithms are based on the extraction of little information from 

cracks in the finger ridges. Extraction of ridge patterns is used in other techniques. 

 

Fingerprints as a Biometric 

 

As one of the most trustworthy biometric traits overall, fingerprints are frequently used in criminal 

investigations by forensic specialists. The word "fingerprint" refers to the ridge patterns that run down the 

tip of the finger. These anomalies' position and angular orientation are utilized to represent and contrast 

fingerprints. Anomalies are present in certain localized areas of the fingertip ridge flow (Figure). 



 
 

 

 

Figure1: ridge flow exhibits anomalies in local regions of the fingertip 

 

 

It is thought that fingerprints vary significantly across persons and between the fingers of the same person, 

even though this has not been scientifically proven. It is thought that even DNA identical twins have unique 

fingerprints. Historically, fingertip impressions made with ink on paper have been used to create 

fingerprint patterns. 

 

Any of the tiny sensors that are now practical thanks to technology can be used to digitally capture these 

patterns. Due of how easily these sensors may be included into common computer equipment like the mouse 

or keyboard, this type of identification is very appealing (figure). This has increased the usage of automated 

fingerprint-based identification methods in both law enforcement and civilian uses. 

 

 

 

 

Figure2: Sensors in keyboard and Mouse 



Fingerprint Representation 

Each fingerprint may be distinguished from others by the topographic relief of its ridge structure and the presence 

of certain ridge abnormalities known as minutiae spots. However, the global configuration, which is dictated 

by the ridge structure, is typically utilized to establish the fingerprint's class when comparing two fingerprints. 

The distribution of minute points is usually employed to assess fingerprint similarity. Automated fingerprint 

recognition systems use "fingerprint indexing" to narrow their database search based on the pattern of ridges 

in the query image. Then, tiny characteristics are used to find an exact match (fingerprint matching). It is rare 

for fingerprints to match when only the ridge flow pattern is used. 

Minutiae 

 

When discussing fingerprinting, minutiae are the intriguing characteristics of a fingerprint, such as 

ridge ends and bifurcations (when a ridge splits in two). Consider this: 

 

 

Table1: Different types of Minutiae 

 

a)ridge's abrupt conclusion is referred to as a ridge ending. 

b.) Ridge bifurcation, which is the division of a single ridge into two ridges. 

c.) Short ridges, islands, or independent ridges: a ridge that starts, goes a short distance, and then comes to 

an end. 

(d.) are composed of a single ridge that divides, then reunites to form a single ridge shortly after. (e.) 

spur - a bifurcation where a small ridge branches out of a larger ridge 

A short ridge that joins two parallel ridges is known as a crossover or bridge. The term "minuetae" also refers 

to a variety of little or unintended details. But just the two crucial information—ridge ending and ridge 

bifurcation—are taken into account for matching. 



 

 

Graph1: ridges of ending and bifurcation 

 

 

Eye Anatomy 

 

 

 

 

Figure2: anatomy of Human eye 

 

 

The most complicated organ in the human body has been dubbed the eye. It's incredible that 

something so little can have so many functional components. But when you think about how 

challenging it is to provide vision, perhaps it's not such a surprise after all. Only a handful of the eye's 

well-known parts will be briefly described. Light passes to the lens through the cornea, a transparent, 

translucent portion of the eyeball's outer layer. The retina, the eye's innermost layer, contains light-

sensitive nerve endings that send the visual impulse to the optic nerve. Light is focused on the retina 

with the help of the lens. The retina uses film from a camera to operate and perform its functions. 

The iris, a tiny, circular ring, is located between the cornea and the lens of the human eye. FIG shows 

a frontal view of the iris, which encircles the pupil. 



The pupil is the black spot in the middle of the eye. It is the duty of the iris to govern the amount of 

light that enters the pupil, and it accomplishes this by regulating the pupil's size with the aid of the 

sphincter and dilator muscles. 

The At the very border of the pupil, there is a muscle called the sphincter. The sphincter contracts in 

response to intense light, which in turn causes the pupil to shrink. Like wheel spokes, the dilator 

muscle extends from the eye. In low light conditions, this muscle enlarges the eye. The iris is encircled 

by the sclera, a white layer made up of connective tissue and blood vessels. The multilayered iris is 

separated into two zones, each having a different color on the surface that is visible from the outside. 

There are two zones: the inner pupillary zone and the external ciliary zone. 

 

Figure3: inner eye region 

The iris is composed of numerous layers, and the eye's visual appearance is directly influenced by the iris' 

multilayered structure. The stroma, posterior epithelium, and anterior border layer of the iris each contain 

pigmented cells that absorb light differently, giving the iris its blue hue. Light is also dispersed when it 

passes through the stroma. Irises that are darker in hue are the result of higher anterior pigmentation levels. 

The radius of the pupil, which is typically 11 mm, can vary from 0.1 to 0.8 times the average diameter of the 

iris. Despite the sclera's borders being less contrasted, it shares strong boundaries with both the pupil and 

sclera. 

Iris Recognition System 

Iris biometrics has been proposed for use for more than a century. Automation of iris recognition 

is a fairly recent concept. A proposed design for an automated iris biometrics system by Flom and Safir 

was granted a patent in 1987. A person's unique eye's iris pattern may be retrieved from a digital image 

using image processing techniques, then encoded into a biometric template that can be stored in a 

database. This biometric template uses mathematics to accurately capture the unique data kept in the 

iris, allowing for template comparisons. 



In order to be recognized by an iris recognition system, a person must first have their eye scanned (by 

a camera; this process is known as the acquisition step), following which a template for their iris area 

is constructed (both phases will be addressed in more detail later). Then, until a matching template is 

discovered and the topic is located, this template is compared to the other templates kept in the 

database. If no match is found, the subject is left unidentified. The iris recognition technology also has 

two modes of operation: identification and verification. 

 

Iris System Challenges 

One of the key challenges addressed by automated iris recognition systems is the ability to capture a 

high-quality iris image without obstructing the human operator. An imaging system should have at 

least 70 pixels of resolution in the iris radius to be able to capture the fine intricacies of iris patterns. 

An iris radius between 80 and 130 pixels has been seen more frequently in the field testing that have 

been done thus far. Since Near Infrared. For pictures to be non- intrusive to people, (NIR) light in the 

700-900 nm region was necessary. Wide-angle cameras on many imaging platforms were utilized to 

approximately pinpoint eyes in To get clearer pictures of eyeballs, a narrow-angle pan/tilt camera's 

optics were adjusted. 

The iris is a tiny, black item with a diameter of more than 1 cm, and because human operators are 

extremely sensitive to their eyes, this challenge required careful engineering. Here are some ideas to 

consider: It is important to 

 

• compile images with enough clarity and resolution 

• Strong interior iris contrast without using distracting illumination is required, together with 

• suitable image framing and 

• noise reduction in the acquired images. 

 

LITERATURE REVIEW 

 

IRIS DETECTION BASED ON QUALITY FEATURES 

 

This methodology provides a novel parameterization based on quality-related parameters that may be 

applied to a global software-based approach to iris livens identification. Compared to other 

approaches previously disclosed, this novel methodology has the significant advantage that it only 

requires one iris picture (i.e., the same iris image used for access) to extract the crucial components 

needed to ascertain whether the eye given to the sensor is real or phony. Due to this fact, consumers' 

purchasing experiences are sped up and simplified. It's done, the test picture. In the first phase, a 

circular Hough transform is applied to identify the borders of the pupil and iris in order to isolate the 

iris from the background. Iris printed pictures are a 2D surface as opposed to the real eye's 3D volume, 

which is what acquisition equipment is designed for. A synthetic iris is consequently expected to 

concentrate differently than a real sample. A crisp image is obviously one that is in focus. Since 



defocus greatly attenuates high spatial frequencies, nearly all features performing this property 

estimate must be conducting some type of measurement of the high frequency content in the overall 

image or in the segmented iris area. The amount of movement when an iris is printed on paper and 

held in front of a sensor is expected to be different from that of an actual eye. which may be held in a 

more stable position such that the slight trembling frequently seen in the first example should be 

almost undetectable. 

Advantages: 

 

By choosing the subset of attributes that best fits the new anti-spoofing challenge, the suggested 

method may also be used to identify other kinds of bogus data (such printed glasses). 

Disadvantages: 

It is challenging to develop a synthetic feature that possesses all the traits linked to evaluated quality to 

the same extent as an actual sample. 

 

IRIS DETECTION BASED ON TEXTURE ANALYSIS 

 

Since the last ten years, biometric personal identification has advanced quickly. There are already 

biometric systems in place for airport security, computer access, and border control. Biometric 

systems still have weaknesses, though. Using phony biometrics, repeating attacks, tampering with 

match results, overriding the final decision, etc. are all examples of ways to spoof biometric systems 

at every stage from data collection to decision level. The most reliable and consistent biometric 

method is thought to be iris pattern, however as color contact lenses have lately gained popularity, iris 

recognition systems now face a new issue in detecting fake iris. One possible way to spoof the systems 

is for attackers to attempt to access the network while wearing contact lenses with false textures 

printed on them. The goal of this study is to strengthen the anti-spoofing capabilities of iris 

identification systems by addressing the problem of identifying false iris when using printed color 

contact lenses. This topic pertains to liveness detection in b iometrics, which tries to confirm that 

patterns captured by the camera are actual ones. Before extracting features, iris pictures are first 

processed to create a normalized image. Iris segmentation and normalization are among the primary 

preprocessing stages. By properly locating its inner and exterior limits, iris segmentation seeks to 

identify the iris area. Iris normalization involves utilizing bilinear interpolation to translate the iris 

from Cartesian to polar coordinates. Printed patterns on contact lenses Usually spread throughout the 

outside half of the iris, especially on the edge (where the sclera and iris regions meet). It is obvious 

from the appearance of a false iris that its edge is often sharper than a real iris. In order to identify 

fake iris, we first present iris edge sharpness (IES).According to Texton, textures serve as the primary 

components of early visual perception since they correspond to the underlying micro-structure in 



general natural pictures. There are two processes in the extraction of iris-Textron features. First, the 

Iris-Texton, a limited, finite vocabulary of visual words in iris pictures, is taught. The general 

properties of iris pictures are then represented by Iris-Texton histograms, which are employed as 

feature vectors. An input picture ROI that removes the noise from the eyelids and eyelashes is 

delivered to the filter banks, where the image is identified by how it reacts to a number of orientation- 

and frequency-specific Gabor filters. Then, using a vector quantization method like K- means, the 

filter response vectors are aggregated into a collection of prototypes. K-mean discovered Iris-Texton 

K centers. Iris-Textons, also known as Iris-Texton vocabulary, are made up of 64 words. Following 

that, the Iris-Texton histogram represents the overall characteristics of the iris picture. A bin in the 

histogram for each Iris-Texton corresponds to the mean of the cluster's vectors. By using Gabor filtering 

and concatenation, each pixel may produce a 40-dimensional vector, and this vector is then assigned 

to the bin that corresponds to the closest texton. We may create a histogram with frequent bin 

fluctuations by mapping 64 bins to 40 dimensional vectors. It is sufficient to describe the overall 

characteristic of an iris picture since the Iris-Texton histogram indicates the richness of micro-texture 

in an iris image when the appropriate filters are used. The third method we employed to identify false 

iris is textural characteristics based on grey level co- occurrence matrices (GLCM). These 

characteristics are produced on picture ROI, which is acquired by image preprocessing. As they 

describe the association between the nearby pixels, co-occurrence matrices serve as a second order 

statistic measurement. 

Advantages: 

 

Given its cheap computational cost and performance that is on par with state-of-the-art systems, it 

may be used in systems where speed is a must. The threshold can also be implemented by lowering the 

FAR (False Acceptance Rate). The CCR (Correct Classification Rate) is highly correlated with the 

kind of contact lens or manufacturing process. 

Disadvantages: 

 

Accurate segmentation is a key component of the suggested methodology. It was more difficult to 

precisely partition the iris areas in other samples. Taking everything into account, we are unable to 

guarantee that the iris will be precisely segmented for all real-time data. Additionally low is the false 

rejection rate.. 



USE OF WEIGHTED LBP FOR CONTACT LENS DETECTION 

 

Due of how straightforward and safe it is, iris recognition has received a lot of attention. Because 

of its distinctiveness, stability, and non- intrusiveness compared to other biometric modalities, the iris 

pattern has been shown to be one of the most accurate biometric modalities. However, the iris system 

is susceptible to false iris assaults, much like other biometric systems. improving the security of iris 

recognition systems that can detect iris spoofing. The use of cosmetic contact lenses, paper-printed 

irises, and redisplayed movies are a few examples of artifacts that have been thought to fool iris 

identification systems. It is very risky to get spoof from wearing cosmetic contact lenses. It is hard to 

spot and quickly accepted by the system. Because it lowers the likelihood that iris 

recognition systems will be faked, spoof detection is an essential component of iris recognition 

technology. 

 

Cosmetic contact lenses are among the easiest counterfeit items to find and the most frequent. In 

this paper, we presented a revolutionary fake iris detection technique based on enhanced LBP and 

statistical features. The first step is to extract a compressed SIFT description for each pixel in the 

image. The LBP encoding sequence is then rated using the SIFT descriptor. The suggested approach 

consists of four steps: iris image preprocessing, scale space construction, computing of SIFT- like 

descriptors, computation of weighted local binary patterns, feature extraction, and classification. Iris 

segmentation and de-noising are the two most significant preprocessing procedures. Iris segmentation 

is the process of precisely identifying the inner and outer margins of the iris region. As an alternative 

to converting the iris to a polar coordinate system, The region of interest for feature extraction is the 

square block that forms the iris circle's boundary. As a result, the time needed to shift the coordinate 

system is decreased while maintaining the colorful contact lens's continuous texture pattern in 

Cartesian coordinates. We decide to use Total Variation and the low- pass filter as our de- noising 

methods. To facilitate calculations, we made all iris images the same size (400 by 400). Using a 

shortened SIFT descriptor after smoothing, we look at the local structural features. Its significant 

resistance to changes in size, illumination, and local affine distortion makes the SIFT descriptor ideal 

for this application. In a limited way, it is also resistant to noise and vision changes. The LBP's stability 

and toughness will both increase with the SIFT description. The scale space is initially created by 

convolutioning a picture using a variable-size Gaussian template. In the subsequent stage, a 

streamlined SIFT description is extracted for each pixel in its 5 by 5 vicinity. The superimposed circle 

is a weighted Gaussian window, and the arrows indicate the magnitude and direction at each picture 

pixel. To achieve orientation invariance, the gradient orientations and 



In reference to the principal orientation, which is determined by the gradient direction of each scale, 

descriptor coordinates are rotated. The final step is to obtain the descending rank of the orientation 

histogram. Each picture is thus assigned a 576 dimensional characteristic. Local binary patterns (LBP) are 

used to depict the iris images' textural patterns. The LBP is a texture descriptor that has shown to be 

effective and is commonly used in texture analysis 

 

 

Advantages: 

 

The suggested approach is resistant to the effects of glasses, including specular, glass frame protection, 

hazy from dirty optics, and additional texture of dirty optic. When SIFT and LBP are used together, the 

algorithm becomes more resistant to changing camera views and has improved scale illumination and 

local affine distortion invariance. The suggested technique is effective at spotting contact lenses and 

shows promise in spotting fake iris across many cameras. 

Disadvantages: 

 

The suggested method is effective for fake iris pictures. It takes a lot of effort and money to gather the 

samples for these fake iris scans. The technique has to be improved to operate with all types of photos 

so that it can be used in real time. 

Author: Z. He, Z. Sun, T. Tan, and Z. WeiYear: 2009 

 

Iris textures exhibit a variety of desirable shared qualities, despite the widespread misconception 

that they are extremely discriminating across eyes, including: Rounded distribution The iris 

microstructures' sizes vary significantly throughout the radius even within a single iris. The size of the 

iris micro-structures often increases along with the radius. Angles that are close to one another 

However discriminative individual angular components are, their texture patterns do show some                     

regularity or relationship. The iris should be divided into multiple parts based on these 

characteristics. In each subregion, a unique texture pattern is found. By dividing the image into 

smaller sections, it is possible to obtain a more accurate representation of the iris, which makes it 

easier to tell real from synthetic iris textures. Iris textures exhibit a variety of desirable shared 

qualities, despite the widespread misconception that they are extremely discriminating across eyes, 

including: Rounded distribution The iris microstructures' sizes vary significantly throughout the 

radius even within a single iris. The size of the iris micro-structures often increases along with the 

radius. Angles' resemblance to themselves However discriminative individual angular components 

are, their texture patterns do show some regularity or relationship. A distinct texture pattern may 

be seen in each subregion. A more realistic picture of the iris may be obtained by segmenting the 

image, making it simpler to distinguish between textures that are genuine and those that are artificial. 



The distribution of LBP codes may be utilized as a texture descriptor since each one denotes a certain 

kind of micro image structure. Later, uniform LBP and multi-scale LBP (also known as LBPP, R) 

were added to the original LBP. The radius of a circle (R) may be calculated by threshold ing P 

evenly spaced points on the circle with the value of the center pixel, LBPP. There should only be two 

bit-wise changes from 0 to 1 or vice versa for the bit string of an LBP code to be regarded as 

uniform.LBP-based methods have been successfully used to represent biometric materials like the iris 

and face. For each sub-region, multi- resolution LBPs act as a texture representation. Each bin is a 

potential texture characteristic that represents the frequency of a certain kind of micro image structure 

inside a particular sub-region. The upshot is the creation of a sizable pool of regional LBP features. 

This feature pool must include a lot of duplicate information because some LBP features and sub-

regions overlap. The Adaboost method was used to extract from the redundant feature pool the most 

discriminative regional LBP features. Using a machine learning technique called Adaboost, a 

candidate feature pool may be reduced to a small number of the most distinguishing characteristics. 

It is effective for binary issues, it enables choosing the optimum LBP characteristics for iris spoof 

detection. Utilizing the training samples, a preliminary feature pool is created. Using weighted copies 

of the training data, Adaboost then continuously trains the component classifiers until the 

performance requirement is met. The weak learner, component classifier, and re-weighting function 

are without a doubt the three crucial components of Adaboost. The strongest feature on the weighted 

training set is chosen in accordance with the weak learner. A confidence score of being positive is 

generated by the component classifier based on its value. The re-weighting function keeps a 

distribution throughout the training samples but modifies it so that the next component classifier may 

focus on the challenging data by adding extra weights to the samples that the prior classifier 

misclassified. We choose the confidence-rated Adaboost learning technique because, in comparison 

to other Adaboost algorithms, it is the most effective and straightforward. In an effort to fulfill as 

many requirements as possible, the failed learner looks for the Adaboost feature with the greatest 

confidence rating. The component classifier and weak learner can't function without knowledge about 

the density distribut ions of the positive and negative samples, which may be deduced using 

histograms. An illustration that is more correct. From the histogram with additional bins, it is possible 

to obtain information about the feature density distribution. When one class doesn't have enough 

training examples, samples are thrown into each bin, however this just yields an ad hoc estimate 

rather than a consistent estimation of this class's distribution. Using the scant training samples, we'll 

construct an ad hoc classifier. 

 

METHODOLOGY 



EXISTING SYSTEM 

One of the most popular biometric methods for identifying a person uses their fingerprints. Everybody 

has a distinct set of fingerprints. On the tip of the finger, ridges and valleys form a design that is unique 

to each person. The differentiation between the regional ridge characteristics and their connections, 

then, serves to define a fingerprint. These regional ridge features, often referred to as minutiae 

points, can be found near a ridge's terminal or bifurcation. 

 

PROPOSED SYSTEM: 

 

IRIS 

 

ACQUI SI TI ON METHOD O LOG Y: 

 

In order to get iris pictures, three photos of each child's two eyes were taken. Using an Iritech IriShield 

BK 2121U Scanner-II, the image was taken. 

 

DATA ANALYSIS METHODOLOGY: 

 

It's likely that the photos taken of the children were of low quality due to the capturing equipment 

used. The reason for this is that the device was not intended to collect iris biometrics from very young 

children. Additionally, during data collection, the youngest children couldn't fully understand and 

cooperate. 

FINGERPRINT 

 

ACQUI SI TI ON METHO D OLO G Y 

Research into related work that was previously discussed in Section C was used to develop the prototype 

new-born fingerprint gathering device shown in Figure 11. With a maximum capture area of 12 mm by 

16 mm and a resolution of 2500 dpi, this device can collect contact- free fingerprints in RGB color 

space. This is made possible by visible white light LED ring illumination. To collect fingerprints at 

various ages, various-sized attachments were devised. The main function of the attachments is to 

prevent a baby's fingers from contracting into fists while acquisition is occurring and to maintain their 

stability and openness. The attachments' apertures enable acquisition of a target zone without making 

contact. This prevents the distortion and blurring that contact-based capturing techniques experience. 

The finger does not come into contact with the device during acquisition, but the parts of the finger 

that aren't being collected do. 

DATA ANALYSIS METHODOLOGY 

 

 

• The purpose of the data analysis is to evaluate the performance of the prototype hardware and 



software fingerprint acquisition system in comparison to a conventional fingerprint scanner. 

 

• Two more data analysis steps were added to the division. While Stage 2 calculated the mistake rates 

after simulating fingerprint verification under various conditions, Stage 1 assessed the picture quality 

under various circumstances. To accomplish this, the following procedures were taken: 

 

• Each finger should be imprinted three times. 

 

• Automated conversion of the photographed fingerprints using image processing techniques into a 

format compatible with fingerprint processing software that is available commercially. 

• Carry out the initial quality assessment. The NFIQ quality rating was used. 

 

• Finish the verification simulation. Software like the Secugen SDK, which compares andextracts 

fingerprint characteristics, was employed. 

3.3 FLOW DIAGRAM: 

 

 

 

 

 

 

 

 

Flowchart1: working of the model 

 

 

With adults, the iris modality has had great success. However, the algorithms that are now in use in the 

literature were created for adults, and as a result, they make an implicit assumption about how compliant the 

subjects whose irises are being shot will be. But young toddlers are not yet capable of comprehending and 

adhering to commands. They are resistant, and they frequently lose the important chance to look the 

acquisition camera directly in the eye. Therefore, it was necessary to make changes to the pretreatment 

algorithms in order to appropriately segment and recover the babies' iris patterns while utilizing the hardware 

and comparison algorithms that were already in place. Adults are familiar with the fingerprint method as 

well. Children's products aren't offered in stores, though. When we began the effort of gathering newborn 

fingerprints, we discovered that, in contrast to the devices that were previously accessible and described in 



the literature, a better resolution was needed. The described gadgets all made use of contact-based 

technologies as well. We opted for a contact-free kind of therapy because of the issues that a baby's soft, 

supple skin presents. The case was distinguished primarily by the use of a contactless, high-resolution 

device. After the fingerprint images were analyzed by software, they were transformed into a format that 

worked with the earlier contact- based technologies for fingerprint comparison. The comparison of adult 

fingerprints in the literature is still difficult because of contactless fingerprints. 

 

Despite the fact that many of the contactless adult fingerprint recognition systems that have been  

proposed in the literature use unconventional comparison methods, we made the processed images 

backwards compatible with programs that are already on the market and that adhere to international 

standards for extracting and comparing minute features from fingerprints. In doing so, it would be 

feasible to swiftly and smoothly integrate newly created technology into any established and standard 

fingerprint recognition systems, which may already be a part of huge corporate infrastructures with 

databases including millions of persons. A new technology will be adopted and implemented more 

swiftly with the aid of backward compatibility. 

TECHNOLOGY AND DESIGN 

 

Step 1: Data collection: The Kaggle website has been used to acquire the fingerprint and iris data 

sets. From then, it will be divided into sets for training and assessment. 

Step 2: Preprocessing: The picture will be resized to [227,227] after being acquired. 

 

Step 3: Defining convolution layers: DCNNs are powerful because of layering. There are 23 training 

layers in the layering of the training model used here. A DCNN analyzes the white and black portions 

of the image simultaneously using a 2D neural network. As a result, fewer artificial neurons are needed 

to interpret a picture than would typically be the case with a neural network. 

In order to train a classifier, deep convolutional neural networks need images as input. Instead of 

matrix multiplication, the network uses a special mathematical method called "convolution". 

The four primary types of layers that make up a convolutional network are convolution, pooling, 

activation, and fully connected. 

 

Step 4: SPECIFY OPTIONS FOR NETWORK TRAINING: Specify validation data during 

training in order to periodically validate the network. For the Validation Frequency parameter, a 

frequency that validates the network about once every epoch should be utilized. Plot your exercise 

progress using the "training-progress" option in the Plots training option.. 



STEP 5: LIST THE AVAILABLE ALTERNATIVES FOR NETWORK TRAINING. 

 

The network should be frequently validated by specifying validation data during training. By 

setting the Validation Frequency parameter to the desired value, the network will be validated 

about once every epoch. While exercising, you may track your training progress by setting the 

"training-progress" option for the Plots training option. The file should be saved last so you may 

test the data. 

Step 6: Testing the data: We provide a sample of data during testing so that the results may be 

verified. Here, we pre-process the test set's data and apply the classification model. The outcomes 

have now been made available. 

DEEP LEARNING: 

 

Artificial intelligence (AI) systems are built using machine learning techniques such as deep 

learning. It is based on the theory of artificial neural networks (ANN), which are created to do 

sophisticated analysis on vast volumes of data by regulating them via several layers of neurons.  

Deep neural networks (DNN) can be configured in a number of different ways. Deep convolutional 

neural networks (CNN or DCNN) are used most frequently for pattern identification in pictures 

and videos. DCNNs use a three-dimensional neural pattern that was inspired by the visual brain of 

animals as an improvement over conventional artificial neural network. Among the application 

categories for deep convolutional neural networks are object recognition, picture classification, 

recommendation systems, and occasionally natural language processing. 

 

DESCRIPTIONS: 

 

The strength of DCNNs stems from their capacity to be layered. A DCNN analyzes the Red, 

Green, and Blue portions of the image simultaneously using a three-dimensional neural network. 

Compared to conventional feed forward neural networks, this significantly lowers the quantity of 

artificial neurons needed to process an image. Deep convolutional neural networks receive input 

in the form of pictures, and then use the data they gather to train a classifier. A brand-new 

mathematical operation called is used in place of matrix multiplication. The network's 

"convolution." Typically, convolutional networks have four distinct sorts of layers: convolution, 

pooling, activation, and totally connected. 



 

 
 

 

 

Figure4:architecture of a convolutional network 

 

Convolutional Layer A convolution filter may be used to find the features of the picture. What 

happens if you carry out this process? A convolution is produced by multiplying a set of 

weights by the neural network inputs. The multiplication procedure repeatedly iterates a picture 

using a kernel (used for 2D arrays of weights) or a filter (used for 3D structures). Apply the 

filter from top to bottom and from right to left to completely cover the picture. 

 

                                           Figure5: Understanding the deep neural networks 

 

Convolution uses the scalar product, often known as the dot product, in mathematics. Each filter's 

particular input value is multiplied by the weights. A distinct value is created for each filter position 

by adding together all of the inputs. 

 

 



 

Figure5:Understanding the deep neural 

 

 

 

NetworksReLU Activation Layer 

The negative integers in the filtered pictures are converted into zeros before the convolution maps are 

performed, for instance, by the Rectified Linear Unit (ReLu). 

Pooling Layer 

The image's size is steadily decreased while just the most crucial details are saved by the pooling 

layers. The highest value pixel for each group of four pixels may be kept (a procedure known as max 

pooling), or the average pixel may be kept (a procedure known as average pooling). 

By minimizing the amount of calculations and parameters in the network, pooling layers help to 

control over fitting. The network eventually transforms into a typical multi- layer perceptron or "fully 

connected" neural network after a number of rounds of convolution and pooling layers (this may 

happen thousands of times in certain deep convolutional neural network topologies). 

Fully Connected Layer 

 

Between the stimulation and pooling layers in some CNN systems are completely linked layers. The 

input vector for completely connected layers includes the image's flattened pixels, including  The data 

has been compressed, filtered, and rectified using convolution and pooling layers. Then comes the 

softmax function, which offers the likelihood of a class to which the picture belongs, such as whether it 

is a vehicle, boat, or airplane, is applied to the outputs of the entirely linked layers. 

RC-NN 

A network that is capable of successfully extracting items from an image that need to be identified 

is the region-based convolutional neural network (R-CNN). But it takes a very long time to complete 

the scanning step and identify the location. 

Due to the selective search algorithm's use, which selects more than 2000 areas from the initial image, 

this design performs insufficiently. A support vector machine (SVM) is used to categorize each area 

after N CNNs are run on top of each region. 

Fast R-CNN 

Rapid R-CNN is a quicker version of the R-CNN architecture that still has the ability to detect regions 

of interest in images. Prior to identifying interest areas, it gathers characteristics to increase 

performance. Instead of using 2000 CNN networks for each area that is overlay, the entire image is 

covered by just one CNN network. An identification probability is returned via a softmax function 

rather than the labor- intensive SVM. The drawback is that R-CNN performs better than Fast R-CNN 

for identifying the bounding boxes of objects in an image. 

 

GoogleNet (2014) 

Large CNN architecture GoogleNet, also known as Inception v1, took first place in the 2014 ImageNet 



Challenge. Its mistake rate was less than 7%, which is comparable to human performance. The 

architecture is a 22-layer deep CNN created using batch normalization, tiny convolutions known as 

"inceptions," and other approaches to reduce the number of parameters from tens of millions in past 

designs to four million. 

VGGNet (2014) 

A deep neural network architecture that has 16 convolutional layers. It developed its performance 

over the course of more than two weeks of training on four GPUs utilizing 3x3 convolutions. 

Contrarily, Google Net estimates that VGGNet contains 138 million parameters, making it challenging 

to employ in the inference stage. 

ResNet (2015) 
 

A CNN with up to 152 layers is called the Residual Neural Network (ResNet). ResNet employs "gated 

units" to prevent the deployment of certain convolutional layers. It makes extensive use of batch 

normalization, much like GoogleNet. ResNet can run many more convolutional layers thanks to its 

cutting-edge design without making things more complicated. It took part in the 2015 ImageNet 

Challenge and amassed a remarkable error rate of 3.57% on the training dataset, surpassing the human 

performance. 

Business Applications of Convolutional Neural 

NetworksImage Classification 

At the moment, deep convolutional neural networks are the most sophisticated method for 

categorizing images. They are accustomed to, for instance: Tag images An image tag is a word or 

phrase that identifies a photograph and makes it simpler for other people to discover it. Google, 

Facebook, and Amazon all employ this technique. Identification of objects and even attitude 

analysis are included in labeling. Comparing an input image to a searchable database is known as 

visual search. Visual search analyzes the original image and looks for a different image that 

includes the information it has found. For instance, Google search use this strategy to locate 

various sizes or colors of exact 



same thing. On websites like Amazon, recommendation systems could use CNN image recognition to 

propose products. The technology examines the user's preferences and displays goods that 

aesthetically resemble ones they have already purchased or seen, such as a red dress or red shoes 

paired with red lipstick. 

Medical Image Analysis 

CNN is better than the human eye in identifying anomalies in X-ray or MRI images. These computers 

can analyze collections of pictures (like tests acquired over time) and spot subtle variations that human 

analysts would overlook. Predictive analysis is now a possibility as well because of this. Large public 

health datasets have been used to teach algorithms for identifying medical pictures. The developed 

algorithms may be used to swiftly identify medical issues from patient test data and generate 

predictions.. 

Optical Character Recognition 

 

It is possible to recognize symbols in pictures, such as text or numbers, using optical character 

recognition (OCR). Most OCR systems currently use deep convolutional neural networks instead 

of the older statistical or crude machine learning methods. By using OCR, which CNNs have 

made feasible, it is now possible to read text from written documents even when the handwriting is 

illegible or difficult to read, which helps with search inside rich media material. This is crucial in 

the banking and insurance industries. another application for deep learning OCR stands for 

automatic signature recognition. 

EXPERIMENTAL WORKS: 

 

SYSTEM REQUIREMENTS FOR MATLABOperating Systems 

 

• Windows 10 

• Windows 8.1 

• Windows 8 

• Windows 7 Service Pack 1 

• Windows Server 2016 



• Windows Server 2012 

• Windows Server 2008 R2 Service Pack 1 

 

Processors 

 

• Any Intel or AMD x86-64 processor 

 

• AVX2 instruction set support is recommended With Polyspace, 4 cores is 

recommendedDisk Space 

 

• 2 GB for MATLAB only, 

 

• 4–6 GB for a typical installation. 

 

 

RAM: 

 

• 2 GB 

 

• With Simulink, 4 GB is required 

 

• With Polyspace, 4 GB per core is recommended 

 

Graphics: 

 

No specific graphics card is required. Hardware accelerated graphics card 

supportingOpen-GL 3.3 with 1GB GPU memory is recommended. 

MATLAB 

 

What Is MATLAB? 

 

MATLAB is a high-performance language for technical computing. It integrates 

computation, visualization, and programming in a user-friendly environment where problems 

and answers are described using well-known mathematical notation. Examples of common uses 

include: 

 

• Math and computation 

 

• Modeling, simulation, prototype development, data analysis, exploration, and 

visualization are  all components of algorithm development. 

• Application development, including the design of graphical user interfaces; 

• Scientific and engineering graphics; 

• The basic unit of data in the interactive system MATLAB is an array that doesn't need 

dimensions. You may do this to fix a number of technical computing concerns, especially 

 

 



This approach is far quicker than building a program in a scalar non-interactive language, such 

as C or Fortran, that supports matrix and vector formulations. 

 

• The name's meaning is "Matrix Laboratory." The original purpose of MATLAB was to make 

matrix software developed by the LINPACK and EISPACK projects easier to use. The 

software developed by the LAPACK and ARPACK projects, which is used by 

MATLAB, represents the state-of-the-art in matrix computation software today. 

MATLAB has evolved through time with the aid of countless users. In academic contexts, 

it is a common teaching aid for beginning and advanced courses in science, engineering, 

and mathematics. MATLAB is the preferred tool for high-productivity business research, 

development, and analysis. 

 

Toolboxes 

 

In MATLAB, toolboxes are a collection of application-specific solutions. For the bulk of 

MATLAB users, having an understanding of and capacity to employ specialized techno logy is 

absolutely essential. Toolboxes are comprehensive sets of MATLAB functions (M- files), which 

improve the MATLAB environment's ability to solve issues. 

certain categories of problems There are toolboxes available in many different disciplines, such 

as signal processing, control systems, neural networks, fuzzy logic, wavelets, simulation, and 

many others. 

The MATLAB System 

 

The MATLAB system consists of five main parts: 

 

Development Environment 

Your usage of MATLAB features and files is made simpler by this collection of tools and 

resources.Several of these technologies employ graphical user interfaces. Along with the 

MATLAB desktop and Command Window, it contains browsers for the workspace, files, search 

path, and help. 

The MATLAB Mathematical Function Library 

 

This covers a wide range of computing methods, from elementary ones like sum, sine, and cosine 

to more intricate ones like matrix inverse, eigenvalues, Bessel functions, and quick Fourier 

transformations.’ 

The MATLAB language 

a high- level matrix/array language featuring input/output, data structures, control flow 

instructions, input/output, and object-oriented programming capabilities. Both "programming in 

the small" and "programming in the large" are enabled, enabling both the thorough production 

of complete huge and difficult application system as well as the rapid creation of substandard 

throw-away applications. 



Handle Graphics: 

 

 

It appears like this when using the MATLAB graphics system. It features advanced controls for 

image processing, animation, and presentation graphics, as well as for two- and three- dimensional 

data visualization. Additionally, it features low- level commands that let you easily alter the visuals' 

appearance and design thorough graphical user interfaces for your MATLAB algorithms. 

The MATLAB Application Program Interface (API): 

 

This library makes it possible to build MATLAB-compatible C and Fortran programs. It contains 

facilities for opening and closing MAT- files, calling MATLAB as a computational engine, and 

calling MATLAB functions (dynamic linking).Image and picture processing with Matlab. As 

stated in the introduction, humans are essentially visual animals who heavily rely on their vision 

to comprehend their environment. Along with looking at objects to identify and classify them, we 

may scan a scene for distinctions and rapidly obtain an overall impression of it. Humans have 

exceptionally honed visual talents, which allow us to discriminate between different hues, 

recognize faces rapidly, and process visual information swiftly. 

However, the world is always evolving, so if you stare at anything for a long enough period of time, 

it will ultimately change. Even a large, resilient structure, such as a mountain or a skyscraper, can 

change its appearance depending on the time of day (day or night), the amount of sunlight (clear or 

foggy), or the type of shadows that fa ll on it. Snapshots, or isolated images of a visual scene, are 

what we are most interested in. We won't go into great detail on image processing's ability to change 

with the times even if it can. A single image might serve as a symbol for everything in our needs.. 

An image of a person, an animal, a landscape, a microphotograph of an electrical component, etc., 

or the result of a medical image, for example, might be included. Even if the picture is not 

immediately visible, it won't just be a random blur. 

What is image processing? 

 

In order to improve an image's visual information for human interpretation or to make it more 

suited for autonomous machine perception, image processing entails modifying an image's 

fundamental characteristics. We'll discuss about processing digital photos, which is the process 

of changing a digital image's features with the use of a computer (see below). It is necessary to 

understand that these two aspects of photo processing are separate but equally important. A 

technique that: 

 

1. makes an image look better. 

 

2. Robots like graphics that are clean, simple, and uncomplicated; humans prefer images that are 

clear, detailed, and sharp. 

 



 

 

Applications include: 

 

1. Image processing has numerous applications in virtually every area of science and 

technology. Here is a small selection of some of the many image processing software to give you 

an idea. 

2. Examining and interpreting X-ray, MRI, or CAT scan images; analyzing chromosomal 

karyotypes and cell images. 

Agriculture 

 

• Satellite/aerial views of land, for example to determine how much land is being 

used for Different purposes, or to investigate the suitability of different regions for 

different crops, 

• Inspection of fruit and vegetables distinguishing good and fresh produce from old. 

Industry 

• Automatic inspection of items on a production line, 

 

• Inspection of paper samples. 

2. Law enforcement 

 

• Fingerprint analysis, 

 

• Sharpening or de-blurring of speed-camera images. 

 

CONCLUSION: 

We've shown that hardware can be created that can take a baby's fingerprints as early as six 

weeks old and store the information in a fashion that is compatible with currently accessible 

software for fingerprint comparison. Furthermore, we have demonstrated the viability of 

matching infants as early as six weeks old using iris biometrics. And we've discovered that 

existing algorithms designed for adult ears also work for baby ears.Future studies should integrate 

these modalities to provide more trustworthy and accurate biometric recognition systems for 

infants, and these systems should be developed for practical usage from infancy through 

adulthood, as per the recommendations. More work will entail updates to the acquisition 

hardware and the multimodal fusion of biometrics to develop a robust, flexible, and more reliable 

biometric identification system for neonates. At various ages and for a variety of purposes, 

different biometrics will be provided. 
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