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# 1. Introduction

Many biological processes necessitate knowledge of not only the biological components themselves, but also their interrelationships. A graph, often known as a network, is a natural approach to represent such processes. A graph can be used to represent both components and their interactions. Latest advancements in high-throughput experimental technology have greatly boosted the data output from biological entity relationships, resulting in a massive amount of biological network data and are now available to scientific community. Internet web services grew simultaneously with the rise of these databases, allowing biologists to publish vast amounts of data online for scholarly audiences. As a result, scientists are looking for new techniques to query, analyse, and process data in order to derive knowledge about molecular biology, physiology, electronic health records, biological networks and biomedicine in general. Machine learning has ability to grow quickly and be utilised widely due to its unique capacity to manage big datasets and generate predictions on them using accurate statistical models [[1](#one)**,** [2](#two)].

# 2. Machine Learning

A famous computer scientist Arthur Samuel originated the term Machine Learning in 1959. Machine learning (ML) is the subset of Artificial Intelligence, but both the words Artificial Intelligence and Machine Learning are often used alternately, though incorrectly; “Artificial Intelligence refers to the comprehensive concept of the ‘thinking machine’ or automated decision-making whereas he described ML as giving computers the ability to learn without being explicitly programmed” [[3](#three)**,** [4](#four)**,** [5](#five)]. In its fundamental state, machine learning utilizes predetermined algorithms to enhance their operations through the analysis of incoming data and resulting sets of predictions within an acceptable range. Following are just a few of the applications for these algorithms like junk e-mail filtering [[6](#six)], customer purchase behaviour detection [[7](#seven)], network intrusion detection [[8](#eight)], credit card fraud detection [[9](#nine)], disease modelling [[10](#ten)], optimising manufacturing process [[11](#eleven)], and automated text categorisation [[12](#twelve)]. These algorithms have a tendency to generate more precise predictions as more data is inputted into them. There are several approaches to categorising machine learning algorithms based on their intended use and the method of instruction. These approaches can be grouped into three main categories. The three categories are as follows: supervised learning, unsupervised learning, and deep learning [[13](#thirteen)].

There are several types of Machine learning algorithms in use, which are outside the scope of this chapter. However, some of them are addressed here because of their significance in bioinformatics, biomedical and computational biology research.

## 2.1 Supervised Learning

In supervised machine learning, main aim is to learn a target function which can be used to predict the values of a class and convert an input to an output on the basis of input output pairs. In this learning process, first approach is to distribute the dataset. Function is deduced from labelled training data comprising a set of training examples. The input dataset can be divided into training and testing dataset. The training dataset contains an output variable that needs to be predicted or classified. In the context of classification or prediction tasks, algorithms acquire patterns from the training dataset and subsequently utilise them to make predictions on the test dataset [[14](#fourteen)]. The most common example used in supervised learning is training a model to discriminate among different kind of fruits like apples, oranges and lemons. Each fruit labelling is first supplied to the algorithm with some features such as colour, weight, shape and size and the characterization of fruits is done by learning the features mixture by algorithm. On the basis of this, new unlabelled fruit can be predicted by the model [[5](#five),[15](#fivteen)]. It can be understood by taking a Figure 1 for three diabetic patients by using abstract dataset, which explain the categorization of diabetic and non-diabetic patients. The problem of classification and regression suits well with supervised machine learning algorithm. In the context of classification problems, the fundamental output variable is characterised by its discrete nature. A discrete variable is characterised by its ability to be categorised into distinct groups or classes, such as "red" or "black," or "diabetic" and "nondiabetic." However, in the context of regression issues, the dependent variable of interest is a continuous real number, such as the quantification of an individual's risk for developing cardiovascular disease [[13](#thirteen)].



### 2.1.1 Support Vector Machine

SVM algorithm exhibits commendable efficacy in the classification of data sets, encompassing both linear and non-linear patterns by building a classifier. By making a decision boundary known as “hyperplane” it separates or categorizes data into different groups on the basis of discernible patterns of information pertaining to said observations or data, commonly known as features. and by using this hyperplane, the most probable label for unseen data can be determined. The coordinates reference the features on the basis of their relationship to each other and makes the support vectors [[16](#sixteen)]. Even with minimal examples, SVM works well and has good accuracy [[17](#seventeen)].

### 2.1.2 Decision Tree

Decision Tree is one of the most popular methods of classification which is widely used in prediction-based problems. A decision tree algorithm models the test data and classifies very large data by forming a tree like structure [[18](#eighteen)]. The representation of DT takes the form of a hierarchical structure, resembling a tree, composed of multiple interconnected nodes. The foremost and uppermost node within this structure is referred to as the root node. The manifestation of tests on input variables or attributes is exhibited by every internal node. The classification algorithm, in accordance with the test result, directs its path towards the appropriate child node, thereby initiating a cyclical process of testing and branching. This iterative procedure continues until the algorithm ultimately arrives at the terminal leaf node [[19](#ninteen)]. The terminal nodes (leaf) represent the decision outcomes. As decision trees are very easy and quick to understand, they are widely used in various biological and medical diagnostic techniques [[20](#twenty)]. The comprehensive collection of test results obtained at each node throughout the traversal of the tree provides ample data to formulate rational hypotheses regarding the classification of a given sample [[13](#thirteen)].

### 2.1.3 Random Forest

The esteemed Dr. Breiman introduced the random forest algorithm in the year 2001, which has since garnered considerable acclaim for its exceptional performance as both a classification and regression technique. The utilisation of an algorithm that amalgamates multiple randomised decision trees and subsequently aggregates their predictions through the process of averaging has demonstrated commendable performance in scenarios characterised by a substantial disparity between the quantity of variables and observations. This approach operates on the foundation of statistical learning theory, employing Bootstrap randomised resampling to derive diverse iterations of the sample sets from the initial training datasets. Subsequently, it constructs a distinct decision tree model for each of these sample sets. For the prediction of classification result, it uses established voting mechanism and the final model aggregates all the result of decision tree [[21](#twentyone)].

### 2.1.4 Naive Bayes

Naïve bayes is a simple classification technique of supervised machine learning that uses mathematical Bayes theorem for getting the probability. It classifies a given dataset by calculating a probability. In a given dataset each of the attributes are independent of each other and they independently maximize the probability. The maximized probability is the output of a given example [[22](#twentytwo)**,** [23](#twentythree)].

### 2.1.5 K-Nearest Neighbour (KNN)

KNN is one of the earliest and simple classification algorithm based on statistical approach. In KNN, K stands for the number of nearest neighbour used, which is calculated using the stated value's upper limit [[24](#twentyfour)]. This method utilises the majority voting approach from its nearest neighbours to make predictions about the class of a new instance. The Euclidean distance is employed to compute the proximity of a given attribute to its neighbouring attributes [[25](#twentyfive)]. It's simple to execute and master, but it has the problem of being noticeably slower as the amount of data in use rises [[26](#twentysix)].

## 2.2 Unsupervised Learning

In unsupervised learning technique, targets or responses are not given in the dataset. This technique simply attempts to get the similarities between the input values and classify them on the basis of these similarities [[27](#twentyseven)**,** [28](#twentyeight)]. It's mostly applicable for feature reduction and clustering [[26](#twentysix)].

### 2.2.1 K-Means Clustering

K-means clustering algorithm is one of the easiest classical unsupervised learning techniques. This technique makes a ‘k’ cluster by dividing the ‘n’ data points on account of similarity measure, with data points in the same cluster having a high similarity to data points in other clusters. It picks the k-centroid at random, and then allocates the data points to such 'k' centroids using a similarity measure. On the basis of the cluster mean’s similarity i.e. the distance between the data points, a data point is assigned to a cluster to each iteration. After this, the current mean calculation is done and this process is repeated for each new data point. The aim of the method is to make dense clusters of related data points with very little similarity with other clusters. The cluster mean, which is also known as the cluster centroid, can be used to describe cluster similarity [[29](#twentynine)].

### 2.2.2 Principal Component Analysis

The method of principle component analysis entails the utilisation of a statistical technique to convert a set of observations, which may exhibit correlations among variables, into a set of values that are linearly uncorrelated. This is achieved through the application of an orthogonal transformation, resulting in what are referred to as principal components. The process of reducing the dimensionality of the data in this particular technique confers a notable advantage in terms of expediting and simplifying the computational procedures involved. Utilising linear combinations, one can effectively elucidate the variance-covariance structure of a set of variables. It's a popular approach for reducing dimensionality [[26](#twentysix)].

## 2.3 Deep Learning

Deep learning is the newly evolved branch of machine learning techniques that comes first in 2000s and because of its novel prediction performance on big data, it quickly gained attraction in various fields [[30](#thirty)**,** [31](#thirtyone)**,** [32](#thirtytwo)]. Classical Artificial Neural Network is the fundamental concept behind the deep learning, which copies the activity and working design of human brain to make algorithms more intelligent and efficient and also reduces the human labour [[33](#thirtythree)**,** [34](#thirtyfour)**,** [35](#thirtyfive)]. Deep learning involves the use of numerous hidden neurons and layers which benefits its architecture paired with new training paradigm, as opposed to the classical neural networks. By using a large number of neurons provided for a broad coverage of the raw data, the layer-by-layer workflow of nonlinear combination of their results produce lower dimensional projection of the input space. A higher perceptual level is related to the entire lower-dimensional projection. It results in an effective high-level abstraction of the raw data or images, if the network is ideally weighted. This high degree of abstraction provides automated feature set that would otherwise need hand-crafted or specialized features [[36](#twentysix)]. Such features may be used in translational bioinformatics to find nucleotide sequences that potentially bind a DNA or RNA strand to a protein [[37](#thirtyseven)]. Despite the fact that deep learning is a newly appeared domain of machine learning, it has a wide range of applications in machine vision, speech and signal processing, sequence and text prediction, and computational biology, all of which are defining the current Artificial Intelligence disciplines [[37](#thirtyseven), [38](#thirtyeight), [39](#thirtynine), [40](#fourty), [41](#fourtyone), [42](#fourtytwo), [43](#fourtythree)].

Deep learning can be categorised into four primary classifications. The aforementioned designs encompass Deep Neural Networks (DNNs), Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and emergent models [44] and depending on the kinds of layers and their associated learning methods, there are several deep learning networks of DNNs, out of which common examples are deep belief network (DBN), stacked auto-encoder (SAE), Convolutional neural network (CNN) recurrent neural network (RNN). Those models, which have a certain representational property of model structure and training algorithm, are the most extensively applied in biomedical analysis [[45](#fourtyfive)].

## 3. Machine Learning Algorithms in Bioinformatics and Disease Dynamics

Bioinformatics is an interdisciplinary branch of science that deals with the development of computational methods and applied to convert these huge numbers of biological data that are produced by the several biological systems like genomics, systems biology, proteomics, deep sequencing into knowledge and used them in biomedical applications [[46](#fourtysix)]. To understand the function of genes, cell regulation and signalling, drug designing, drug target, diagnosis and prediction of disease, bioinformatics techniques are able to solve these issues [[47](#fourtyseven)].

 Machine learning methods are widely employed in the field of bioinformatics for various tasks such as prediction, classification, and feature selection. Machine learning (ML) methodologies have demonstrated considerable efficacy in addressing challenges related to differentiating DNA sequences and classifying them. The field of bioinformatics has witnessed a notable rise in the importance of machine learning (ML), particularly with the emergence of deep learning techniques [[48](#fourtyeight)].

This section describes the representative works of machine learning algorithms in different areas of bioinformatics and disease dynamics applications which is summarized below:

* Quan Zou et al. [[49](#fourtynine)] conducted a study in which the prediction of Diabetes mellitus was performed using a combination of random forest, decision tree, and neural network algorithms. The findings of this study demonstrated that the random forest algorithm exhibited the highest level of accuracy in predicting the occurrence of this disease.

* Cai Huang et al. [[50](#fifty)] have developed an open-source software platform that used SVM in conjunction with typical recursive feature elimination (RFE) method. This innovative approach enables the accurate prediction of personalized drug responses based on gene expression profiles. The models have demonstrated remarkable efficacy in prognosticating the drug responsiveness of diverse cancer cell lines.

* Samaneh Kouchaki et al. [[51](#fiftyone)] have found that logistic regression and gradient tree boosting perform better in predicting mycobacterium tuberculosis (MTB) drug resistance

* Fiannaca et al. [[52](#fiftytwo)] identified the 16S short-read sequences by using *k*-mer and deep learning techniques. The result shows that the method is well enough to classify both 16S shotgun (SG) and amplicon (AMP) data very well.

* Amgarten et al. [[53](#fiftythree)] have used a Random Forest method to develop a tool named MARVEL for predicting double-stranded DNA bacteriophage sequences in metagenomics.
* Budach et al. [[54](#fiftyfour)] adeptly categorised biological sequences through the acquisition of sequence and structure motifs by applying CNN.

* Tsubaki et al. [[55](#fiftyfive)] have used GNN and CNN to predict the compound-protein interaction (CPI). It is helpful in effective drug discovery.
* Kumar G Dinesh et al. [[56](#fiftysix)] predicted cardiovascular disease by using Support Vector Machine, Gradient Boosting, Random Forest, Naive Bayes classifier and logistic regression techniques.

* Liu et al. [[57](#fiftyseven)] introduced an innovative approach utilising a dual radial basis function (RBF) kernel technique in the realm of cancer classification. The primary objective of this method is to discern pertinent features from gene expression data. The superfluous and incongruous genes are eliminated through the amalgamation of RBF kernels employing a weighted analysis technique, thereby facilitating the extraction of pertinent feature genes.

## 4. Integrating Machine Learning in Biological Networks

The study of the complex interactions of biomolecules that involves the structure and function of living cells is known as Network biology. It deals with the modelling of biological systems, involves very complex datasets produced by the infinite number of multi omics programs. Systems biology as a branch of network biology rebuild and interpret extensive endogenous biological networks, and the branch synthetic biology draft and build minor synthetic gene networks. It has been reported that the machine learning approaches has aided in the identification of network design in field of network biology [[58](#fiftyeight)].

As different strata of biological systems produce extensive and various types of data, it can be beneficial to apply machine learning techniques due to these large datasets for constructing intricate and biologically plausible network models covering several strata, from the regulation of gene to interspecific relations. In diverse biomedical applications machine learning approaches develop different tools that can help in increasing the application of these network models. Network biology is able to provide us with superior knowledge about the complexity of disease biology. By considering “disease biology” as an instance, here we can understand the confluence of machine learning and network biology as well as ongoing issues and scope of machine learning in network biology. Despite of pointing out and specifying particular aspects of disease, like finding of disease-causing genes, network biology makes use of an integrated method, thus as a result, it gives us a complete and absolute picture of the factors that guide disease phenotypes and thereby identify networks and subnetworks of vital biomolecular interactions crucial for the appearance of the disease. Applications of machine learning algorithm can help to understand the network related disease mechanism. To understand in detail by an example application we can use a database Bio-GRID for biomolecular interactions and find out how interactions various biomolecules change in healthy to disease state. Beginning with a data from healthy group, we can prepare a learning model by training a deep learning algorithm, like deep neural network to learn the basic features that determine healthy state. And after training the model, the data from a diseased group can be given to the algorithm that is applied to know the difference between the disease and healthy states, finding distinct groups of regulatory interactions and biomolecules that may be confirmed and further investigated. In the area of network inference, similar techniques have been used to identify topological characteristics that may be attributed to variations in phenotypic information at the expression level [[58](#fiftyeight), [59](#fiftynine), [60](#sixty)]. It has been reported that, to get a superior understanding of disease and their associated dysregulation of network, and intricate hierarchical structure of biological networks, we can use a “Capsule network” (a next generation ML method) that may be quite valuable. “Capsule networks involve a new type of neural network architecture, where CNNs are encapsulated in interconnected modules [[61](#sixtyone), [62](#sixtytwo)].” Capsule networks are suitable for disease and network biology, because biological networks are highly modular in nature and numerous biomolecules have their defined layers, although this method enabling each of these layers to interact with one another. In capsule network technique, capsule represents the biological layers including data produced from all of the layers such as, proteomics, metabolomics, and transcriptomics. Some other ensemble deep learning methods such as,

DNN, CNN, and CNN+RNN have been successfully applied in biological network analysis [[63](#sixtythree)].
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