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***Abstract***:

***Cardiac arrest is a condition which is caused by an abnormal heart rhythm and the heart unexpectedly stops pumping blood to various organs, without prompt intervention, it can result in the person’s death. Diabetes is associated with an increased risk of cardiac arrest.***

***Machine learning can be implemented in the medical domain to make better decisions and predictions. In the absence of medical professionals, the prediction model plays a very crucial role in the early detection and diagnosis of diseases.[3]. Various available techniques such as Support Vector Machine (SVM), Linear Regression, Logistic Regression, Decision tree, Random Forest, so on, can be used in the prediction process.***

***The principal objective of this paper is to predict cardiac arrest in diabetic patients using machine learning techniques. This paper gives the comparison between the different machine learning techniques used and delineates on the most reliable technique and also predicts whether or not a diabetic patient will experience a heart attack.***
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1. **INTRODUCTION**

The heart’s electrical failure is the main cause for cardiac arrest. It is the condition where the heart stops beating properly and is caused by irregular heart rhythms called arrhythmias. Diabetes is a condition that is caused due to high levels of blood glucose or blood sugar. There are different health conditions in diabetic patients that could lead to cardiac arrest. They are: high blood pressure, abnormal cholesterol, and high triglycerides, poorly controlled blood sugar levels (too high/ out of normal range). High glucose levels in the blood can damage blood vessels and nerves which increases the chances of having a cardiac arrest.

Machine learning when employed in healthcare, aids in processing and analyzing huge imbalanced medical datasets. These systems can be used by medical professionals in diagnosing patients. As diabetes and cardiac arrest are closely related, it is extremely important to predict the occurrence of.

There are many prediction systems developed to predict the presence of any heart disease. There have been several researches to analyze different techniques to be implemented in the prediction models and to increase the accuracy of prediction. Researches are being conducted to find out cardiac arrest in diabetic patients priorly.

whether diabetes is closely associated with sudden cardiac arrest among different age groups. It is very important for normal people with diabetes to simply feed in their data and know the chances of them having to suffer a cardiac arrest or any other heart-related issue. This helps in spreading the awareness to people with diabetes to take proper precautions and any prior medical help if necessary.

**The major contributions of our work are:**

* We present a prediction model that is used to predict cardiac arrest in diabetic patients.
* We pre-process the diabetic dataset completely and understand the pattern of the data. The database is cleansed and visualised to find the best features to detect cardiac arrest in diabetic patients.
* To further analyse the data, some of the major features from the selected features are chosen as the dependent variables and categorical and continuous plots are plotted.
* The model is trained and recursive function elimination is performed.
* The patient dataset has been divided into training data (75%) and testing data (25%). These data are fed to four different machine learning models and the accuracy of each obtained. The highest accuracy yielding model is regarded as the best model.
* This model is chosen and used to predict the occurrence of cardiac arrest in an individual diabetic patient using various parameters like age, cholesterol, BP levels, etc.

#  **RELATED WORKS**

In the survey [1], several supervised machine learning techniques used in the heart disease prediction models are analyzed based on the accuracy of the results they provide.

In a previously published study [2], the database considered is analyzed and segregated. This segregated database is used in a model to predict heart disease. Machine learning techniques such as Logistic regression, Naïve Bayes are used to increase the accuracy rate. In this proposed system, logistic regression (classification) algorithm and Sklearn library is used to calculate the score. Finally, results are analyzed by comparing Models and using the Confusion Matrix.

In [3], several machine learning techniques like K-means, Naïve Bayes classification, Decision tree algorithm, and ID3 algorithms were used in the prediction of cardiac arrest and to predict the chance of occurrence of cardiac arrest. The preprocessing of the data includes cleaning, transformation, integration, and reduction.

Prediction of sudden cardiac arrest using a machine learning technique two minutes before occurrence using optimal heart rate variability features is the aim of the paper [4]. In this study, the HRV signal is analyzed based on three different feature extraction methods namely, time, frequency, and nonlinear domains.

The logistic regression with backward elimination is used to derive a model for risk score. The machine learning techniques Random forest classifiers, logistic regression classifiers are used for pre-processing the ECG dataset, diabetes dataset, gene expression dataset, blood pressure dataset, and the risk score is calculated.[6]

The research article “Diabetes, glucose tolerance, and the risk of sudden cardiac death” aims to assess the risk of sudden cardiac death and other heart-related diseases associated with diabetes and IGT(impaired glucose tolerance). It also emphasizes on whether the risk of SCD would be pronounced over the risk of non-sudden cardiac death among diabetes patients and the timing of the SCD risk associated with diabetes.[7]

In the paper [8], the proposed system explains how the hospital data is randomly divided into training set and test set. The application of several machine learning algorithms on the training set and also explains the processes of testing the model using the test data.

# **PROPOSED SYSTEM**

We present a prediction model that predicts whether or not a diabetic patient suffers a cardiac arrest using the available dataset. Based on the score, the participants can take the necessary precautions and choose to conduct a more thorough check-up with a doctor.

# **METHODOLOGY**

With the continuous growth of technology in the medical field, we have seen an exponential increase in the electronic health records (EHR) which generates huge amount of health records. [4 ]

The majority of the available medical data are extremely disproportionate and to derive a stabilised training dataset, there are many methods used relevant to the parameters chosen in that particular research/ experiment. [5]

Analysis of imbalanced datasets reduces the accuracy significantly. Hence the need for balancing of the dataset is high. [4 ]

Generally, the imbalanced learning problem concern is dealt with by choosing the best suitable standard algorithm which involves choosing a base class classifier and several other parameters, by keeping these as the reference, the imbalanced dataset is analyzed and grouped.

.

# **SYSTEM ARCHITECTURE**



Fig. 1. System Architecture

# **TRAINING SET**

All the models are applied to get the results. The evaluation metric used is the confusion matrix.



Fig.2. Confusion Matrix

The confusion matrix displays the correctly predicted as well as incorrectly predicted values by a classifier.

The sum of TP and TN, from the confusion matrix, is the number of correctly classified entries by the classifier.



Fig.3. Confusion Matrix for SVM

Logistic Regression



Fig.4. Confusion Matrix for Logistic Regression

Decision Tree



Fig. 5. Confusion Matrix for Decision Tree

Random Forest



Fig.6. Confusion Matrix for Random Forest

# **RESULTS**

In this work, we have used four machine learning techniques namely Random Forest, Logistic regression Decision Tree and Support Vector Machine (SVM). The accuracies obtained from these techniques is shown in Fig .2



Fig.7. Results obtained

As seen from the Fig 2 Logistic Regression yields the highest accuracy and it is chosen to predict cardiac arrest in an individual.

# **CONCLUSION**

Unlike the previous prediction systems, this system predicts whether or not a diabetic patient will suffer a heart attack based on the parameters provided by them. This system helps in the prediction of cardiac arrest at an early stage, which can help patients take the necessary precautions and medical help. This model uses four different machine learning techniques for prediction rather than only one, for better prediction results. The proposed system is designed to compare the different machine learning techniques used based on their accuracy and suggest the best technique.

The proposed model has immense scope for improvement and can be implemented to develop a model that can predict the percentage chances of having a cardiac arrest in diabetic patients. This can help patients and medical professionals understand the severity of the condition.
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