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**ABSTRACT**

Sentiment analysis is one of the important intelligence tools known as opinion mining. It analyzes subjective information in an expression to determine the emotional tone. It can be either positive, negative or neutral. Today, a large volume of data is available on the internet as emails, social media reviews, comments etc. Sentiment analysis helps to determine the author's attitude or the public opinion on a particular topic. This chapter will elaborate the use of sentiment analysis in different areas.
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1. **INTRODUCTION**

Sentiment analysis is the Artificial Intelligence tool. It is a natural language processing which helps to find out the emotions of an individual or public. Sentiment analysis is a vital method which analyzes a huge amount of documents that are widespread and continuously increasing.[1] Sentiment analysis is a powerful tool of machine learning that classifies the text data into different classes. It helps to analyze the customer's polarity of information, finding the sentiments and customers reviews.

**A. Motive for Sentiment Analysis:**

Nowadays people are using social media to convey their view about everything. There is a huge amount of data created every day on the internet in the form of news, announcements, posts, messages etc. The data which is collected from all these resources is raw data which is used for analyzing the content. [2]. some regards like: brand monitoring, recommendation system, social media monitoring, and product monitoring and market analysis.

**B. Workflow of Sentiment Analysis:**

**1. Data Collection:**

Each analysis task starts with the collection of data. Nowadays many social media platforms are easily and freely available which provides a large amount of data. Real time twitter data can be accessed using tweepy library in python. Similarly, beautifulSoup is a web scrap technique which extracts the review of amazon products. Flipkart-scraper is a chrome browser extension used on flipkart.com which generates a summary of product reviews with a single click.

**2. Pre-processing:**

After the data collection, pre-processing is a major task in sentiment analysis. Noisy data is present in the collected data. It is necessary to clean the data for further processing. Various methods are used such as removing punctuations, numbers and symbols, converting all the letters to lowercase. Tokenization is applied as it replaces a piece of sensitive data with a non-sensitive substitute, known as a token. After this lemmatization technique is applied to convert it to the base form. [3]

Figure 1: Example of customer review about product

**3. Vectorization**

The ML model does not understand the textual data. It is the process to convert text data into numerical vectors. Two popular techniques of vectorization are Bag-of-Words and Term frequency- Inverse document frequency.

 **4. Classification:**

Different ML classification algorithms can be applied to determine the category of new observations based on the trained data.

**II. LITERATURE STUDY**

In Ref. 8 three different techniques are used. Firstly the tf-idf algorithm is applied which extracts the keywords. Second, the PoS method is applied to extract emotions. And at last based on the emotional polarity reverse dictionary is built. Based on the results it constructs the sentiment dictionary effectively. Ref.9 proposes the analysis model which is based on sentiment lexicon and CNN. Sentiment features are enhanced in the reviews. CNN extracts the important features and classifies the features. Experiments are performed on the book reviews dataset. Results show that this model improves the performance of text mining. In Ref 10 different methods are used for working on the dataset. They used the flipkart dataset of laptop reviews. API is used to extract the data from flipkart. It used two different algorithms to classify the comments. Based on the reviews will get the idea which product is popular. The aim of Ref. 11 is to analyze the users view about using the ecommerce websites for shopping. For this two different companies are selected. The dataset used here is twitter dataset. It helps companies to identify their pros and cons and improves the marketing. In Ref.12 the algorithms are applied to extract product attributes and calculate sentiments based on the opinions from different platforms.

Figure 2: Sentiment Analysis Workflow

**Table 1: Different Survey papers and accuracies of classifier**

|  |  |  |  |
| --- | --- | --- | --- |
| **Applied Classifiers** | **Accuracy of Classifier** | **Dataset** | **Reference** |
| Negation Phrase Identifier Algorithm | Polarity based sentiment analysis | Amazon.com | Ref. 13 |
| Sentiment Scores | Positive 86% | Qualtrics.com | Ref. 14 |
| MLRNN, MLLogistic Regression, MLSVM, MLTF-IDF | MLRNN – 54% | Manual Hindi Language Dataset | Ref. 15 |
| SVM-TFIDF, SVM-TFIDF-Probabilistic Sentiment Score | SVM-TFIDF-Probabilistic Sentiment Score – 89.37% | AMT, Tripadvisor,Yelp | Ref. 16 |
| SD-NB, N-Gram-NB, N-Gram\_SVM, TextCNN | SD-NB- 88% | Danmaku | Ref. 17 |
| CNN, Bi-LSTM, Bi-LSTM+A | Bi-LSTM+A – 91% | IMDB, SST,  | Ref. 18 |
| VADER | VADER – 81% | ABSA Movie Dataset | Ref. 19 |
| CNN, GCAE, Self Attention Gated CNN | Self Attention Gated CNN – 81% | SemEval Restaurant Dataset | Ref. 20 |

#

J. Jabbar, N. Azeem worked on an e-commerce application.[4] The data required to work is collected from the Amazon dataset. This data is online product reviews. The main aim is to enhance the user experience in e-commerce applications based on the analysis of product reviews. The system builds the model which provides instantaneous analysis to the user by performing real time opinion mining on the reviews of products. Product reviews are the opinions given by the customers which represents thinking of people towards the product. The opinions of the customers are in JSON format. For processing it needs to be converted in labeled form as amazon data is in unlabeled form. The Amazon dataset consists of 6 different attributes. The preprocessing phase consists of four different steps. The first step is to break the sentence into chunks as noun, symbols and expressions. It removes the character as semicolon, exclamation marks. In the second step it removes those words in a sentence which is not of any use. It helps to improve the efficiency of mining. The third step is to tag the words in sentences. It contains numeral, conjunction, pronoun and the subcategories of them. In the fourth step it removes the affixes from the words and creates the root form of the word. The next phase is opinion sentence extraction. In NLP it is a famous method to find the role of a word in a sentence. It also helps in differentiating the meaning of words that are used in different parts of sentences. Product opinion given by the customers contains at the minimum approach of the customer either positive or negative. Identification of the negative phrase is the next phase. Evaluation of the product's features is too difficult as customers use different phrases to express their opinions. The negative attitude can recognize the real situation based on the words used by customers. It is challenging so the NPI algorithm is used to recognize such phases.

Figure 3: NPI Algorithm

Figure 4 : Classifier Scores

To evaluate the responses of product reviews SVM classifier is applied.

HE, Zhou have explained the combination of textual analysis methods and ML algorithms. It consists of three different steps. The 1st step is to extract sentiment features. 2nd is to apply the SVM algorithm to recognize sentiment polarities of reviews. In the 3rd stage LDA model is applied to extract the sentiment topics from reviews.

Preprocessing of Text:

Online reviews are collected from different internet platforms such as flipkart, amazon, snapdeal. Preprocessing of text mainly consists of preparation and representation of text using different methods.



Figure 5 : Research framework flow

Vocabulary Extension:

As the word is internet based there is an increase in the number of the new words which are not included in previously established dictionaries. So working with the established dictionary will fail to give the correct sentiment features based on the review. So there is a need to extend the dictionary to adopt new words.



Figure 6 : Vocabulary Extension Procedure

Vectorization of Text:

After performing all above techniques on the text, vector p x q will be created for review. P is the number of words and q is the dimension. The formulas will be applied for vectorization.



**CONCLUSION**

This literature study mainly focus on online shopping dataset where different classifiers and algorithms are used. We have studied papers on amazon, IMDB, Trip advisor, Flipkart etc. Each paper illustrated results depending upon different dataset word count and classifiers used. Different extraction methods and polarity is also discussed in this chapter. SVM, CNN, NB, VADER, CNN, Bi-LSTM classifier’s accuracy has been discussed in this chapter.
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