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Abstract- This research project aims to develop an AI voice 
assistant using Python,  Text-to-Speech (TTS), and OpenAI's 
GPT-3 language model, along with various modules such as 
speech_recognition, pyttsx3, webbrowser, wikipedia, and 
wolframalpha. The project focuses on creating a robust and 
user-friendly voice assistant that can perform tasks such as 
answering questions, searching the web, providing information, 
and scheduling events. The GPT-3 language model is leveraged 
to enhance the assistant's natural language processing 
capabilities, allowing it to understand and respond to user 
queries with greater accuracy and relevance. The  TTS module 
is used to provide high-quality speech synthesis, and pygame is 
utilized to play back the generated audio. The research also 
explores various use cases and scenarios in which the AI voice 
assistant can be deployed, such as in smart homes, healthcare 
settings, and business environments. Overall, this research 
project aims to contribute to the development of intelligent 
virtual assistants that can enhance human productivity and 
efficiency. 
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I. INTRODUCTION 

rtificial Intelligence (AI) has been a growing field of 
research in recent years, with its applications ranging from 

healthcare to finance and beyond. One of the most fascinating 
and practical applications of AI is the development of voice 
assistants. Voice assistants, such as Siri, Alexa, and  Assistant, 
have become increasingly popular in our daily lives, as they 
offer a convenient and efficient way to interact with our 
devices. Python is one of the most popular programming 
languages for AI development due to its versatility and ease of 
use. In combination with various libraries and modules, such as  
Text-to-Speech and GPT (Generative Pre-trained Transformer), 
Python can be used to develop powerful and intelligent voice 
assistants that can perform a wide range of tasks. 
 
The aim of this research project is to develop an AI voice 
assistant using Python and various modules, including  Text-to-
Speech and GPT. The voice assistant will be able to interact 

with users through voice commands and respond accordingly 
using natural language processing. The project will make use of 
several key modules, including speech recognition (using the 
SpeechRecognition library), text-to-speech (using the pyttsx3 
library and  Text-to-Speech API), web browsing (using the 
webbrowser library), and search (using the Wikipedia and 
WolframAlpha APIs). In addition to these modules, the project 
will also incorporate the OpenAI GPT-3 model, which is a 
state-of-the-art language model capable of generating human-
like text. The GPT-3 model will enable the voice assistant to 
understand natural language inputs and respond in a 
conversational manner. 
 

A. Need and necessity: 

       An Artificial Intelligence Voice assistant using Python,  
Text-to-Speech, and GPT can be used to develop a 
conversational agent that can assist users with a variety of 
tasks. Some of the needs that this type of AI Voice assistant 
can address include: 
 

 Hands-free operation: Users may need to perform 
tasks while their hands are occupied, such as cooking 
or driving. An AI Voice assistant allows them to 
perform tasks without having to use their hands. 

 
 Accessibility: An AI Voice assistant can help users 

with disabilities or those with limited mobility to 
interact with devices and perform tasks. 

 
 Convenience: An AI Voice assistant can simplify 

tasks by allowing users to communicate in a natural 
way without the need to navigate through complex 
menus or interfaces. 

 
 Efficiency: An AI Voice assistant can automate tasks, 

such as setting reminders, making phone calls, or 
sending emails, which can save users time and 
increase productivity. 
 

A
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B. Basic Functions: 

       An Artificial Intelligence Voice assistant using Python,  
Text-to-Speech, and GPT can perform a wide range of 
functions depending on its capabilities and the tasks it has 
been trained to perform. Some of the common functions that 
an AI Voice assistant can perform are: 
 

 Natural language processing (NLP): The AI Voice 
assistant can understand and respond to natural 
language commands and queries. 

 
 Web search: The AI Voice assistant can search the 

web for information and provide answers to user 
queries. 

 
 Personalized recommendations: The AI Voice 

assistant can provide personalized recommendations 
based on user preferences and history. 

 
 Task automation: The AI Voice assistant can 

automate tasks such as setting reminders, making 
phone calls, sending emails, and scheduling 
appointments. 

 
 Entertainment: The AI Voice assistant can provide 

entertainment by playing music, movies, and games. 
 

 Language translation: The AI Voice assistant can 
translate languages in real-time to facilitate 
communication between people who speak different 
languages. 

 
 Personal assistant: The AI Voice assistant can act as a 

personal assistant, keeping track of appointments, 
scheduling meetings, and managing to-do lists. 

II. OBJECTIVES 

    The development of an Artificial Intelligence Voice assistant 
using Python,  Text-to-Speech, and GPT has become an 
important area of research and development in recent years. The 
objective of this project is to create a conversational agent that 
can assist users with a wide range of tasks in a natural and 
intuitive way. 
 
    The AI Voice assistant will be able to understand and 
respond to natural language commands and queries. This means 
that users will be able to communicate with the AI Voice 
assistant in a way that is similar to how they would 
communicate with a human assistant. The system will use 
Natural Language Processing (NLP) techniques to analyze and 
understand user inputs, and generate appropriate responses 
based on its training data and context. 
 
    One of the key benefits of an AI Voice assistant is that it can 
automate tasks, saving users time and increasing productivity. 
For example, the AI Voice assistant can help users with tasks 
such as setting reminders, making phone calls, sending emails, 

and scheduling appointments. [11] By automating these tasks, 
users can focus on more important tasks and activities. 
 
    Another important function of the AI Voice assistant is web 
search. The system will be able to search the web for 
information and provide answers to user queries. This can be 
useful for a wide range of tasks, such as finding recipes, getting 
directions, or researching a topic.  

III. LITERATURE REVIEW 

      Mohasi et al (2006) say that Text-to-speech technology is a 
computer-based tool that has the ability to convert written text 
into speech. It is an important area of research and development 
that has numerous applications such as assisting visually 
impaired individuals in accessing digital content, improving the 
accessibility of public announcements, and enhancing language 
learning tools. The process of text-to-speech synthesis involves 
converting any text format, including words, numbers, and 
abbreviations, into an understandable speech output. There are 
three main techniques used for text-to-speech synthesis: 
articulatory speech synthesis, formant speech synthesis, and 
concatenative speech synthesis. Articulatory speech synthesis 
is a model that tries to simulate the movements of the vocal tract 
during speech production. It uses a set of rules and algorithms 
to generate speech output based on the articulatory movements. 
This technique requires a deep understanding of the human 
vocal tract and a large amount of computational power. [1]  

 
 As conveyed by Nguyen et al. (2010) The field of voice-based 
assistants has experienced significant growth and innovation 
due to their high demand in various devices such as 
smartwatches, fitness bands, speakers, mobile phones, laptops, 
televisions, and more. Nowadays, most smart devices come 
equipped with built-in voice assistants. To effectively handle 
the enormous amounts of data generated, incorporating 
machine learning and training devices according to their 
specific uses is crucial. Other technological advancements such 
as IoT, NLP, and big data access management are equally 
important. Voice assistants simplify tasks by allowing users to 
input voice commands, which the assistant can convert to text 
and execute queries based on keywords. Patrick Nguyen and his 
team introduced a novel direct modeling approach for speech 
recognition called Flat Direct Model (FDM) in their paper 
"Speech Recognition using Flat Models." This approach solves 
the problem of consistency in spoken sentences and uses 
template-based features to improve the sentence error rate by 
3% absolute over the baseline. Unlike the conventional Markov 
model, their model is not sequential, making it a 
groundbreaking development in the field of speech recognition. 
[2] 

 
      Research by Agrawal et al. “Voice Assistant Using Python” 
An International Open Access-revied, Refereed Journal 
describes how beneficial it is for people if we reduce the use of 
input devices and rely on voice commands. The research also 
lists certain tasks that a virtual assistant must follow, and have 
added them to their proposed approach such as “keep listening 
to the commands, and the time for listening variable must be 



Artificial Intelligence Voice Assistant Using Python, Text to Speech and GPT 

 

3 
 

adjusted accordingly.”, “It should tell the user to repeat itself if 
it is unable to hear the commands properly.”, “Must provide 
both male and female voices according to the user’s 
convenience.”, “Must provide some kind of entertainment to 
the user to add to its value such as playing some kind of music, 
searching on Wikipedia, etc.”, “Must come in handy for the 
user’s daily works as well. For example sending emails, sending 
texts, etc.” They have achieved these proposals using Python 
Machine Learning which is a very optimized approach for this 
[3]. The drawback in their studies is that they have implemented 
the AI assistant in Linux, and it works only in Linux, which is 
not a very common Operating System for people who don’t 
belong to a programming background. [3] 

 
       Research held by Vivek (2022) gives a very accurate 
contrast to what is already available in the market and what are 
the gaps need to be filled. He very rightly describes that using 
Natural Language Processing (NLP) and Artificial 
Intelligence(AI) can multiply the productivity of the virtual 
assistant by tenfolds. He also enlists multiple use cases of the 
assistant, such as weather detection, scheduling appointment 
time, trip planning, etc. A unique element in his research that 
we found was the technique of mapping the words to functions 
and parameters to create a command that the computer can 
understand. His model is based primarily on AI to train the new 
data and make the assistant better with every use, and the use of 
NLP which is an AI approach to intelligent programming using 
a natural language such as English. [4] A drawback that we have 
noticed in his model is that since it is using AI, it will require a 
lot of datasets and cleaning and preparing that data for public 
use in assistant will be a costly and hassled task.  

 
      Kumar et al. (2019) have discussed the development of a 
desktop assistant using Python, Text-to-Speech, and Voice 
Recognition technologies. The researchers utilized Python as a 
programming language due to its extensive libraries that could 
be used to implement the commands required for the assistant. 
The virtual personal assistant developed by Kumar et al. was 
designed to be used on any Windows explorer, such as 
Windows 7, 8, and 10. The authors emphasized that speech 
technology primarily consists of two technologies, namely 
synthesizers and recognizers. A speech synthesizer takes input 
and produces an audio stream as output, while a speech 
recognizer does the opposite by converting an audio stream into 
a text transcription. Kumar et al. used Text-to-Speech and 
Voice Recognition technologies to enable their virtual personal 
assistant to interpret human speech and respond via synthesized 
voices. In their study, Kumar et al. aimed to create an efficient 
and user-friendly virtual personal assistant that can perform a 
wide range of tasks. The assistant was capable of interpreting 
natural language commands, searching the web, answering 
questions, and scheduling events. The authors also emphasized 
the potential applications of such voice assistants in various 
settings such as smart homes, healthcare settings, and business 
environments. [5] 
 
      The research conducted by Preethi et al. (2022), shows us a 
more front-end affiliated function of the assistant. Their 

research consists of a Graphical User Interface (GUI), which is 
a very good idea since it does not give a very good impression 
when we always have to see the black window on running the 
Python code. Other than this, they have multiple unique 
functionalities in their approach and execution, such as opening 
a Word document, opening Chrome and surfing through it, and 
some on the leisure side such as ordering a pizza from dominos 
and ordering a mobile phone from Amazon. They focus more 
on a use case-oriented AI Assistant that can handle multiple 
tasks. Although we fathom the ideas they have implemented, 
we could see a major loophole in the implementation itself. 
After researching further about their project and going through 
the code out of curiosity multiple times, we noticed that they 
have used pre-defined commands for executing a task. This 
reduces the accuracy of the AI assistant by a lot since the 
assistant can only recognize what it has been fed earlier. In this 
case, if the user has bad pronunciation, or makes a mistake in 
giving the exact word-to-word command, the assistant won’t be 
able to recognize the command and hence stop functioning. [6] 

 
       Another analysis that we went through was by Pooja et al. 
(2022). They described the necessity of voice assistants in a 
very adept manner. The necessities in their analysis included, 
“To enable a highly engaging user experience”, “To make 
application frustration-free”, “To personalise your app 
experience for every user.”, “To remove language barriers.” 
Other than highlighting the importance of the virtual assistants, 
they have showcased several unique features in their execution 
as well such as a GUI, for which they have used the PyAuto 
GUI library in Python, WhatsApp messaging feature, for which 
they have used the pyWhatkit library, using the keyboard 
module in python, they have given the complete access of the 
keyboard to the assistant that alone makes a lot of jobs easier 
for the user. Using all these libraries makes an impact on the 
user’s internet. They have ensured a solution to this using the 
speed test library that measures the bandwidth of an internet 
connection. Lastly, they have implemented the OS module in 
Python that allows the assistant to open any application that the 
user demands [7]. They have represented their workflow by 
using easy-to-understand dataflow diagrams which allows a 
reader with programming knowledge to understand what is 
happening in the code. 

 
        In a research paper by Yuqi Huang, the importance of 
artificial intelligence voice assistants in contemporary society 
is analyzed through a method of comparative analysis. Voice 
assistants have become a significant feature of electronic 
devices, allowing users to interact with technology through 
verbal commands. The paper examines the development of 
intelligent voice assistants and compares the differences 
between Chinese and foreign voice assistants. The study also 
explores how voice assistants can assist in people's daily lives, 
and highlights the importance of understanding the relationship 
between humans and machines. The research found that people 
in different countries have varying preferences for using voice 
assistants but they can significantly help with daily tasks. 
Ultimately, the paper concludes that voice assistants have a 
crucial role to play in modern society. [8] 
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       An analysis by BISHNU S. ATAL, MEMBER, IEEE, 
AND LAWRENCE R. RABINER describes A Pattern 
Recognition Approach to Voiced—Unvoiced—Silence 
Classification with Applications to Speech Recognition. In 
simpler words, it is an analysis conducted to understand how a 
speech engine or the computer itself recognizes a speech as 
voiced or unvoiced. Unlike the other research papers we have 
referenced so far, this research paper is a mathematical 
representation of speech and its filters. It has distributed human 
speech to two entities, a high-pass filter, and a low-pass filter. 
Further, the research tells under which circumstances a 
computer considers a high-pass filter as a voiced input and vice 
versa. We have included this research here because it derives 
the expression for every important statement it makes and also 
because it gives a good idea about voice scaling which we can 
use in our project in the future.[9]   

 
In another research by  Hill, J., Ford, W.R. and Farreras, which 
was about real conversations with artificial intelligence, we got 
a detailed understanding on the differences between Human-
Human interaction and Human-AI interaction. It tells us how an 
AI perceives a conversation vs how a human perceives it. 
Highlighting the importance of NLP, it emphasizes on the 
concepts of Instant Messaging (IM) and Computer-Mediated 
Communication(CMC).[10] 

IV. METHODOLOGY 

A. Packages Used: 

1) Datetime: 
 The datetime package is a built-in module that 

allows you to work with dates and times in our 
code. 

 We can get the current date and time: 
datetime.datetime.now(). 

 Create a new datetime object: 
datetime.datetime(year, month, day, hour, 
minute, second). 

 Get the year, month, day, hour, minute, or 
second from a datetime object: 
datetime_object.year, datetime_object.month, 
datetime_object.day, datetime_object.hour, 
datetime_object.minute, datetime_object.second. 

 Format a datetime object as a string. 
 

2) Speech recognition: 
 The ‘speech_recognition’ package is a Python 

library that provides a simple way to perform 
speech recognition in Python. This package can 
be imported into a Python program to recognize 
speech from various sources, such as an audio 
file or microphone input. 

 
3) Pyttsx3: 

 Interface for converting text to speech. 

 Uses the text-to-speech capabilities of the 
operating system, making it easy to switch 
between different speech synthesis engines. 

 Supports different languages, voices, and speech 
rates. 
 

4) Webbrowser: 
 Provides a high-level interface for displaying 

web-based documents to users. [11] 
 Can be used to open a web page in the user's 

default browser, or to launch a specific browser. 
 Supports several browser engines, including 

Chrome, Firefox, and Safari. 
 

5) Wikipedia: 
 Provides a Python wrapper for the Wikipedia 

API, making it easy to access and parse data 
from Wikipedia. 

 Supports several Wikipedia languages, including 
English, Spanish, French, and German. 

 Can be used to search for articles, extract 
summaries, and get links to related articles. 
 

6) WolframAlpha: 
 Provides a Python wrapper for the 

WolframAlpha computational knowledge 
engine. 

 Can be used to perform calculations, look up 
facts and definitions, and generate visualizations. 

 Requires an API key to use, which can be 
obtained from the WolframAlpha website. 

 
7) OpenAI: 

 Provides a Python wrapper for accessing the 
GPT-3 language model from OpenAI. 

 Can be used to generate text, translate languages, 
and answer questions. 

 Requires an API key to use, which can be 
obtained from the OpenAI website. 
 

8)  TTS: 
 Provides a Python library for converting text to 

speech using the  Cloud Text-to-Speech API. 
 Supports several languages and voices, and 

allows customization of the speech output. 
 Requires authentication and billing to use, which 

can be set up through the  Cloud Console. 
 

9) Pygame: 
 Provides a set of Python modules designed for 

writing games and multimedia applications. 
 Supports graphics, sound, and input devices, 

such as keyboards and joysticks. 
 Can be used to create interactive applications, 

simulations, and educational tools. 
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10) OS: 
 Provides a way of using operating system 

dependent functionality like reading or writing to 
the file system or starting new processes. 

 Includes functions to interact with the file 
system, such as os.path, which provides a way of 
working with file paths and names. 

 
11) Dotenv: 

 Allows loading environment variables from a 
.env file. 

 Provides a simple way to manage application 
settings across different environments, such as 
development, testing, and production. 

 Can be used to store sensitive information, such 
as API keys and passwords, without hard-coding 
them in the application code. 
 

B. Data Flow Diagram (DFD): 

 
1) DFD (level 0): 
 

 
Figure 1: Muting ALSA errors with local speech engine initialization 

 
2) DFD (level 1): 
 

 
Figure 2: Setting up  TTS client 

 
3) DFD (level 2): 

 

 
Figure 3: Set text input to be synthesized and configure browser 

4) DFD (level 3): 
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Figure 4: Set up WolframAlpha client and Wikipedia 

 
5) DFD (level 4): 

 

 
Figure 5: Set up and configure OpenAI API 

 
6) DFD (level 5): 

 

 
Figure 6: Main loop working and initiation 

 

V. TECHNOLOGIES USED 

A. Python: 

 We have used python 3.10.10 in this project. 
 Python 3.10.10 is a maintenance release in the 

Python 3.10 series, which was first released in 
October 2021. 

 It includes bug fixes and performance improvements, 
as well as a few new features. 

 One of the major changes in this release is the 
addition of the zoneinfo module, which provides an 
improved interface for working with time zones. 

B.  PyCharm IDE: 

 We have used PyCharm version 2022.3.2 for this 
project. 

 PyCharm 2022.3.2 is a powerful integrated 
development environment (IDE) for Python 
programming. 

 With PyCharm, we were able to easily create and 
manage Python projects, including setting up virtual 
environments, installing packages, and running tests. 
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 PyCharm's code editor is highly customizable, with 
support for syntax highlighting, code completion, and 
code navigation. 

 Overall, we found PyCharm 2022.3.2 to be an 
excellent tool for Python development, with a wide 
range of features and great usability. 

VI. FUTURE SCOPE 

A. Improved Natural Language Processing (NLP) and 
understanding: 
     The current implementation uses 's Speech 
Recognition API for speech-to-text conversion and GPT 
for text-to-speech conversion. However, there are several 
other advanced NLP tools such as OpenAI's GPT-3, 
BERT, and Transformers that can potentially improve the 
assistant's ability to understand natural language 
commands and provide more accurate and human-like 
responses. 
 

B. More Advanced Dialog Management: 
     Currently, the voice assistant can handle single-turn 
interactions (i.e., a single user input and system response). 
However, to make the assistant more useful and engaging, 
it could be extended to handle multi-turn conversations, 
where the assistant could ask follow-up questions and 
guide the user toward a specific goal. 
 

C. Personalization and User Profiling: 
     To make the assistant more personalized and tailored 
to individual users, the system could be extended to create 
user profiles that store the user's preferences and past 
interactions with the assistant. This could be used to 
provide more accurate and relevant responses to the user's 
requests and improve the overall user experience. 
 

D. Better Error Handling and Debugging: 
     The current implementation does not have robust error 
handling and debugging capabilities. However, in a real-
world scenario, it is crucial to handle errors and 
exceptions gracefully and provide helpful feedback to the 
user. Thus, the assistant could be improved with better 
error handling, debugging, and logging mechanisms to 
make it more reliable and user-friendly.  

 
E. Integration with IoT Devices: 

     The project can be extended to integrate with IoT 
(Internet of Things) devices such as smart home 
appliances and devices, such as lights, thermostats, and 
security systems. This integration would allow users to 
control their home devices using voice commands.  
 

VII. RESULTS AND OBSERVATIONS 

 
Result 1: Initialisation of text to speech. 

Result 2: Navigation to any website using assistant. 

Result 3: Querying Wikipedia. 

Result 4: Querying WolframAlpha. 

Result 5: Logging command using the assistant. 



Artificial Intelligence Voice Assistant Using Python, Text to Speech and GPT 

 

8 
 

 
Result 6: Querying GPT 

 
Result 7: Exiting the voice assistant. 

VIII. CONCLUSION 

       In this paper we have discussed the uses, methodology as 
well as implementation details of an Artificial Intelligence 
Voice assistant using Python,  text-to-speech, and GPT. The 
project involves integrating several libraries and APIs, 
including the webbrowser module, Wolfram Alpha client, 
SpeechRecognition, Pygame, and OpenAI's GPT. The voice 
assistant can recognize speech input and perform various tasks, 
such as searching Wikipedia and Wolfram Alpha, answering 
questions, and generating responses using OpenAI's GPT. The 
project also includes a text-to-speech feature that allows the 
voice assistant to respond verbally to user queries. Overall, the 
project demonstrates a strong understanding of Python 
programming and various AI-related APIs and technologies. 
The development of this AI voice assistant could have 
numerous practical applications, from personal use to 
commercial products. 
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