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# **Abstract**

*Machine learning has emerged as a powerful and transformative field of artificial intelligence, enabling computers to learn from data and make informed decisions. This chapter provides an overview of various machine learning techniques viz., support vector machine, artificial neural network, decision tree, random forest, k-means clustering and their applications and advantage. Machine learning techniques can be broadly categorized into supervised, unsupervised and reinforcement learning. Machine learning techniques find widespread applications across various industries.*
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# **Introduction**

 Machine learning term was first described by **Arthur Samuel** in 1959. He is pioneer in the field of Machine Learning (ML), according to him Machine learning term defined as “the study that gives computers the ability to learn without being explicitly programmed.”

 Machine learning is a subset of artificial intelligence (AI), empowers peoples to make
data-driven decisions, optimize processes and maximize productivity. By leveraging vast amounts of data, machine learning algorithms can provide valuable insights and predictions, transforming the way decision making.

 In the field of Agriculture, this era of rapidly growing population and limited resources, the need to enhance agricultural productivity and sustainability is more critical than ever. Machine learning's ability to analyse complex datasets and extract patterns makes it a potent tool to address these challenges. From crop management to precision agriculture, machine learning applications are making a significant impact on various aspects of farming like crop yield prediction, disease detection and pest control, precision farming, livestock management and agricultural robotics.

# **Types of Machine Learning**

* Machine learning mainly have three types of algorithms
1. Supervised machine learning
2. Unsupervised machine learning
3. Reinforcement machine learning

## **Supervised machine learning:**

 The classes are predetermined in supervise machine learning. These classes are generated in a finite set that is created by humans, which in actuality means that certain information will be classified using labels. The function machine finding patterns and building mathematical models generally the goals of learning algorithms. This process keeps going until the algorithm performs and/or becomes precise to a high level.

Some operations which come under supervised learning:

1. **Classification:**

In this type of machine learning, program draws a conclusion based on observed data and assign data into specific categories then tries to get some judgements about how those entities deserve to be labelled. The benefit of classification has most impact in area of data mining and its application. Mostly classification algorithms are linear classifiers, support vector machines classification (SVM), k-nearest neighbour, decision trees and random forest. Ex. - It classifies gender by teaching a model of which people is male and female.

1. **Regression:**

In this type of machine learning, program estimate and understand the behaviour of variables. Regression analysis more focus on one dependent variable and other independent variables then draw a final conclusion and its useful for prediction of dependent variable. Ex. - Prediction of rainfall based on other weather parameters.

## **Unsupervised machine learning:**

Unsupervised machine learning is also called as class discovery and they used unlabeled data. In this type of machine learning, algorithm studies data to identify the patterns of data so that there is not provide to instruction and algorithms tries to manage data by some way to analyse its structure. In unsupervised machine learning, there is no testing dataset so that no role for cross validation. k-means, hierarchical and Gaussian mixture models are well known model for unsupervised machine learning.

## **Reinforcement machine learning:**

Reinforcement learning is a machine learning training method based on rewarding desired behaviours and punishes those that are undesirable. Reinforcement machine learning agent are able to perceive and interpret its environment, take actions and learn through trial and error. By leaning from previous mistakes, it changes its strategy in response to the circumstance to achieve the best possible outcome.

# **Popular and Common machine learning algorithms:**

## **Support vector regression:**

Support vector machine was developed by Vapnik and co-workers. Support vector learning has evolved into active area of research field now a days. (Smola and Scholkopf 2004). SVM is a type of supervised machine learning that related to regression. Regression analysis is functional relationship between dependent variable and one or more independent variables. Support vector regression extends the concept of support vector machine to solve regression problems by predicting a continuous output value rather than a discrete class label.

Support vector regression are widely used because it deal with prediction error, model complexity and it has great performance for big data. It is particularly effective for handling non-linear (Fig. 1). Support vector regression imply the idea of support vector machine, *i.e.,* kernel machine that carried out classification done by the using a hyperplane that explained by a vector of support. So that, the optimization in support vector regression is act in terms of small set of training data, where the optimization solution depends on the numbers of support vector. (Zhang and O'Donnell, 2020)

Support vector regression, is a technique of machine learning in which that increase forecasting accuracy of confidence interval for importance of variables to relate the relationship between input and output. (Glaser *et al.,* 2019)



Fig 1. Support vector regression: (a) linear SVR and (b) nonlinear SVR
(Babanouri and Fattahi, 2018)

* **The key concepts and features of Support Vector Regression**
* **Margin**: In support vector regression, the algorithm aims to find a hyperplane that best fits the data points while minimizing the error. The margin in support vector regression is the tube around the regression line within which errors are allowed. The data points lying within this tube do not contribute to the error term in the loss function.
* **Support Vectors**: Support vectors are the data points that lie on the edge of the margin or are misclassified. These points are critical in defining the regression line and ultimately determining the model's accuracy and performance. (Fig. 2)
* **Kernel Trick**: Similar to support vector machine, support vector regression can use the kernel trick to convert the input features into a higher-dimensional space. This transformation helps to capture non-linear relationships in the dataset. Mostly used kernels like the Radial Basis Function (RBF) kernel, polynomial kernel and sigmoid kernel.
* **Loss Function**: Support vector regression minimizes a loss function that includes both the regularization term and the error term. The regularization term controls the flatness of the regression line, while the error term penalizes the points that lie outside the margin. The goal is to find a balance between maximizing the margin and minimizing the errors.
* **Epsilon-Tube**: The epsilon-tube, represented as ε, is the tube around the regression line within which errors are allowed without incurring any penalty. Data points that fall within this tube are considered well-predicted by the model.

|  |
| --- |
|  |
| Fig. 2: Graphical representation of SVM(Source:https://medium.com/analytics-vidhya/machine-learning-support-vector-regression-svr-854524391634) |

* **Tuning Parameters**: Support vector regression has hyperparameter that required to tuned to receive optimal performance. These parameters include the selection of kernel, the kernel's parameters and the regularization parameter that controls the trade-off between maximizing the margin and minimizing the errors.

Overall, Support vector regression is a powerful regression algorithm that can produce accurate predictions and is widely used in various applications including agriculture, finance, economics and engineering.

* **Advantages of Support Vector Regression:**
* Productive in high-dimensional spaces: Support vector regression performs good when the feature’s number is greater than the sample’s number, that makes it more suitable for complex data.
* Robustness: The use of support vectors helps improve the model's generalization and robustness against overfitting.
* Versatility: Support vector regression can handle both linear and non-linear relationships through different kernel functions, providing flexibility in modelling various data distributions.
* Mathematical foundation: Support vector regression is based on solid mathematical principles, making it well-founded and widely studied.
* **Limitations of Support Vector Regression:**
* Computational complexity: Support vector regression can become computationally expensive, especially when dealing with large datasets or complex kernels.
* Sensitivity to hyperparameters: The performance of support vector regression is highly dependent on the proper tuning of hyperparameters, which can be a challenging task.
* Interpretability: The final model's interpretability may be limited due to the complexity of the kernel transformations.

## **Decision Tree:**

Decision tree analysis is a supervised machine learning techniques and it divide into classification and regression. Decision trees are used to discover feature and extract pattern in large databases/big data that are mostly important for discrimination and forecasting modelling. Decision tree have been widely used for both exploratory data analysis and forecasting modelling applications for more than two decades. (Myles *et al.,* 2004). Decision trees are structured as a tree like flowchart, where internal node denotes a test on feature, branch denotes the outcome of the test and leaf node represents the final decision or prediction.

 The main idea behind decision trees is to divide the data into subsets based on the values of features such that each subset contains similar instances of the target variable (for classification) or has similar target values (for regression). The goal is to create simple yet effective rules for making predictions.

Decision tree structure consist of root, internal and leaf node. Decision tree is a flow chart structure, where individual internal node denote a test condition on an attribute, particular branch indicates result of the test condition and an individual leaf node is allotted with a class label. The uppermost node is called as root node. Decision tree is built in a divide and conquer approach (Myles *et al.,* 2004).
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* **How Decision Trees Work:**
* **Splitting**: The decision tree starts at the root node. It selects the best attribute to split the dataset based on a certain criterion. The most common splitting criteria for classification problems are Gini impurity and entropy, while for regression tasks, mean squared error is often used.
* **Branching**: When the feature is selected, the dataset is divided into subset created on the different values of that features. A subset corresponds to a branch stemming from the parent node, and the process is recursively applied to each of these subsets.
* **Leaf Nodes**: The splitting process continues until a stopping criterion is fulfil, such as reaching a predefined depth, having a minimum number of samples in a node, or when further splits do not significantly improve the model's performance. The terminal nodes of the tree are called leaf nodes and represent the final predictions.
* **Prediction**: To make predictions for new dataset, the algorithm navigates the decision tree from the root node, following the conditions at each internal node based on the feature values of the input. Eventually, it reaches a leaf node, which provides the predicted output for the given input.
* **Key Points about Decision Trees:**
* **Binary Splits**: At each internal node, the data is split into two or more subsets based on a single feature. Binary splits (two subsets) are most common, but multiway splits are also possible.
* **Attribute Selection**: The algorithm selects the best feature to split the data at each node. Common criteria for selecting the best split include Gini impurity, information gain, gain ratio, or mean squared error, depending on the problem type (classification or regression).
* **Top-Down Learning**: Decision tree construction starts from the root node, and the tree is grown in a top-down manner by recursively partitioning the data.
* **Overfitting**: Decision trees devoted to overfitting, particularly when it becomes complex and deep. Overfitting happens when the tree capture noise in the training dataset rather than learning the underlying patterns. Regularization techniques and pruning are used to address this issue.
* **Handling Missing Values**: Decision trees can handle missing values in the dataset by using surrogate splits to guide the data down alternative branches
* **Decision Boundary**: Decision trees create piecewise constant decision boundaries for classification tasks and piecewise linear boundaries for regression tasks.
* **Data Preprocessing**: Decision trees are relatively insensitive to the scale and distribution of features, reducing the need for extensive data preprocessing.
* **Advantages of Decision Trees:**
* Easy to interpret and visualize: Decision trees can be easily represented graphically, making them easily to understand and interpret.
* Requires little data preprocessing: Decision trees can handle both numerical and categorical data without requiring extensive preprocessing.
* Handles nonlinear relationships: Decision trees can capture nonlinear relationships between features and the target variable.
* Can handle interactions: Decision trees can naturally handle interactions between features, like "AND" and "OR" relationships.
* Suitable for both regression and classification: Decision trees are widely used for both discrete and continuous target variables
* Robust to Outlier: Decision tree is comparatively robust to outliers and can still perform well even if the data contains noisy points.
* **Limitation** **of Decision Trees:**
* Instability: Decision trees are sensitive to small changes in the data, and as a result, small variations in the training data can lead to significantly different tree structures. This instability can result in different trees and predictions for similar datasets.
* Bias Towards Dominant Classes: In classification tasks with imbalanced class distributions, decision trees tend to favor classes with more instances, potentially leading to poorer predictions for minority classes.
* High Variance in Unstable Data: In situations where data is unstable or subject to frequent changes, decision trees can produce inconsistent and unreliable predictions.

In summary, decision trees are versatile and powerful algorithms used in various machine learning applications due to their simplicity, interpretability and capability to deal with complex relationships in the data.

## **Random Forest:**

Random Forest is a technique of machine learning that used for both regression and classification tasks. It is an collective learning method that combines the forecasting of multiple decision trees to produce a more accurate and robust result**.**

Random forest is supervised machine learning procedure, work according to “divide and conquer” principle: sample part of the data and grow a randomized tree predictor on each small piece, then aggregate these predictors together. (Biau and Scornet, 2016).

* **How the Random Forest algorithm works:**
* **Data preparation**: The algorithm requires a labelled dataset, where each data point has a set of input variables and a corresponding target variable. For example, in a classification problem, the input could be the characteristics of an object and the target could be its category label.
* **Bootstrapped Sampling**: Random Forest creates multiple decision trees by using a technique called bootstrapped sampling. This involves creating random subsets of the original training data by sampling with replacement. Each decision tree is trained on one of these bootstrapped samples.
* **Feature Randomness**: Additionally, Random Forest introduces feature randomness by only considering a random subset of features when splitting each node in the decision tree. This helps to decorrelate the trees and makes the final predictions more robust.
* **Growing Decision Trees**: Each decision tree in the Random Forest is grown using a process called recursive binary splitting. At each node, the algorithm selects the best feature and split point to separate the data into two subsets based on some impurity measure.
* **Voting for Classification** (or Averaging for Regression): Once the decision trees are built, predictions are made differently depending on the task type **a)** For classification tasks, the class with the most votes from all the individual trees is the final prediction. **b)** For regression tasks, the individual trees' predictions are averaged to get the final regression output.
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* **Advantages of Random Forest:**
* Improved Accuracy: Random Forest typically yields higher accuracy than individual decision trees, especially for complex datasets with a large number of features.
* Robustness to Overfitting: Due to the ensemble nature of the algorithm, Random Forest is less prone to overfitting than single decision trees.
* Feature Importance: The algorithm can provide insights into the importance of different features in making predictions.
* Parallelization: The training of individual decision trees in Random Forest can be easily parallelized, making it efficient for large datasets
* **Limitation of Random Forest:**
* Computational difficulty: Training Random Forest is computationally expensive, especially with huge numbers of tree and feature.
* Interpretability: The ensemble nature of Random Forests can make them less interpretable compared to single decision trees.

## **K-means clustering:**

K mean clustering is unsupervised machine learning technique. Clustering is a highly useful method in the field of data science. Clustering is a method for finding cluster in a data set that is grouped by the maximum resemblance within the cluster and the maximum variation between different clusters. In Fig. 3, we can see that it based on objective function of resemblance or variation and these can be separated into hierarchical pattern. In partition methods, determining the distance between a point and cluster prototype is crucial, and the k-means algorithm is well-known for this purpose. One of the advantages of the k-means algorithm is its ability to automatically discover the optimal number of clusters without the need for any initialization or parameter selection. To further enhance its performance, we introduce an entropy penalty term to adjust bias and develop a learning model that efficiently identifies the appropriate number of clusters. (Sinaga and Yang, 2020)

* **Procedure for K-means clustering**
* **Choose the number of clusters (k):** Decide how many clusters you want to form in our dataset. This is a crucial step and the choice of cluster is directly impact the clustering result.
* **Prime cluster centroids**: The initial step of the algorithm involves randomly selecting k data points from the dataset to serve as the initial cluster centroids, which will act as the centres of the clusters.
* **Allot data points to the clusters**: In the next stage, the algorithm calculates the distance between each data point in the dataset and every centroid using a distance metric, typically the Euclidean distance. Based on these distances, each data point is assigned to the cluster whose centroid is the closest match.
* **Update cluster centroids**: After the initial assignment of data points to clusters, the algorithm proceeds to recalculate the centroids of each cluster. This is achieved by computing the mean of all the data points assigned to that particular cluster. The new centroids represent the updated centre points of their respective clusters. This step updates the position of the centroids.
* **Reassign data points:** Repeat the assignment step, but this time, use the updated centroids as references. Following the recalculation of centroids, the algorithm reassigns each data point to the cluster with the nearest centroid based on the updated positions of the centroids. This step ensures that data points are assigned to the clusters that are currently the best match for their proximity.
* **Check for convergence:** Check if the centroids have significantly changed after reassignment. If the centroid has not changed or if a maximum number of iterations occur, stop the algorithm. Otherwise, repeat steps 4 and 5.
* **Final clusters:** The algorithm has converged, and you have final cluster. Each data point now belongs to one of the k clusters.
* **Analyse the results:** Analyse the clustered data to gain insights and interpret the patterns in the clusters. You can visualize the clusters or perform further analysis based on the groupings.

.

Fig. 3: K-means clustering (Before and after)

(Source: javatpoint.com/k-means-clustering-algorithm-in-machine-learning)

The final result is a set of 'k' clusters, and each data point belongs to one of these clusters. K-means is efficient and commonly used for clustering large datasets, but it can be sensitive to the starting centroid locations and may meet to local the optima. The algorithm is commonly executed multiple times with varying initializations to find the best clustering solution.

K-means clustering discoveries application in different field of image compression , customer segmentation, anomaly detection and data preprocessing for other machine learning tasks. It is a simple yet effective algorithm for discovering meaningful patterns in data without the need for labelled training data.

## **Artificial neural network:**

An Artificial Neural Network (ANN) is a model inspired by the structure and function of the human brain's neural networks. It is a type of machine learning algorithm that can be used for various tasks, including classification, regression, pattern recognition and decision-making. Neural networks have gained significant popularity and success in recent years due to their ability to learn complex patterns and relationships from large amounts of data.

The basic building block of an artificial neural network is the artificial neuron, also known as a node or unit. Each neuron receives input signals, processes them using an activation function, and then produces an output signal. These output signals from one layer of neurons become the input signals for the next layer, creating a series of interconnected layers.

* **Three main types of layers in an artificial neural network: (Fig 4)**
* **Input Layer**: The first layer of the network that receives the raw input data, which could be features extracted from images, audio, text or any other form of data.
* **Hidden Layers**: Intermediate layers between the input and output layers. They are called "hidden" because their outputs are not directly visible to the outside world. Each hidden neuron processes the inputs it receives and passes its output to the next layer.
* **Output Layer**: The final layer of the network that produces the model's prediction or output.



Fig. 4: Graphically representation of Artificial neural network

(Source: https://towardsdatascience.com/applied-deep-learning-part-1-artificial-neural-networks-d7834f67a4f6)

The connections between neurons have associated weights that determine the strength of the signal passing through them. During training, these weights are adjusted using optimization algorithms like gradient descent in order to minimize the difference between predicted value and the actual target value.

The learning process in an artificial neural network is typically supervised learning, where the network is fed labeled data during training to learn the mapping between inputs and desired outputs. The goal is to find the optimal weights and biases that allow the network to generalize well to unseen data and make accurate predictions.

* **Advantage of artificial neural network:**
* **Non-linearity and Complex Relationships**: ANNs can learn and model complex non-linear relationships between inputs and outputs. This capability allows them to capture intricate patterns and representations in the data, which is essential for tasks such as image recognition, natural language processing, and predicting non-linear phenomena.
* **Adaptability and Generalization**: Once trained, ANNs can generalize their learning to unseen data. This adaptability enables them to make accurate predictions on new, previously unseen examples, making them valuable in real-world scenarios with diverse data.
* **Feature Learning**: ANNs can automatic learn applicable feature from raw values. This feature learning ability is particularly advantageous when handle with high-dimensional and unstructured data like images, audio, and text.
* **Robustness to Noise**: ANNs can tolerate noisy data to some extent, thanks to their ability to learn statistical patterns. This robustness can be beneficial when dealing with data that may have missing or erroneous information.
* **Adaptive Learning**: Neural networks can adapt to changing input-output relationships, which means they can continuously update their predictions as new data becomes available, making them suitable for dynamic and evolving environments.
* **Limitation of artificial neural network:**
* **Computational Complexity**: Training large and deep neural networks can be computationally intensive and time-consuming. It requires specialized hardware like TPUs (Tensor Processing Units) or GPUs, which can be expensive.
* **Black Box**: Artificial Neural networks are frequently considered "black box" models, meaning their internal workings can be challenging to interpret.

# **Conclusion:**

Machine learning techniques have ushered in a new era of innovation, empowering machines to learn, adapt, and make intelligent decisions. The field's continuous growth and research promise even more exciting developments in the future. Machine learning techniques have become an indispensable part of modern technology, driving transformative changes across various industries and domains. The vast array of supervised, unsupervised, and reinforcement learning algorithms has enabled computers to learn from data and make complex decisions with increasing accuracy.
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