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ABSTRACT:

           The global proliferation of COVID-19 has placed mankind in danger. Because of the disease's high infectivity and transmissibility, the resources of some of the world's most powerful economies are being taxed. The capacity of machine learning algorithms can anticipate the number of forthcoming patients impacted by COVID-19. In this work, four conventional forecasting models, least absolute shrinkage and selection operator (LR, LASSO, SVM, ES), were utilized to anticipate the COVID-19 hazardous elements. Each model makes three sorts of predictions: the number of newly infected cases, the number of fatalities, and the number of recoveries. However, in the cannot predict an exact outcome for the patients. To address the problems of finding COVID cases we consider four algorithms as proposed methods such as LR,LASSO,SVM and ES.By comparing the efficiency of these algorithm the higher efficiency will be taken as the output.The efficiency are compared based on the given dataset such as Number of positive cases,Recovered cases and Newely confirmed cases.By predicting these dataset we can take the preventive measures that help to reduce the postive cases.
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1. INTRODUCTION:

1.1 COVID-19:

        COVID-19, the global pandemic, has exposed human society's vulnerability to severe infectious illnesses as well as the challenge of treating this problem in a globally integrated complex system. COVID-19 impacted almost 100 nations in a few of weeks. 

As a result, the entire human species should not only work together to defeat the pandemic, but also make reasonable plans to return to work and production based on the real circumstances in each location, as well as conduct geographical risk assessments. Many attempts have been made to develop an appropriate and rapid method of detecting infected people at an early stage. 

Guan et colleagues discovered bilateral pulmonary parenchymal ground-glass and consolidative pulmonary opacities, occasionally with a rounded shape and a peripheral lung distribution, after performing chest CT scans on 21 COVID19 infected individuals in China. As a result, COVID-19 diagnosis may be portrayed as an image segmentation issue to extract the disease's major characteristics. 

Coronavirus Disease 2019 (COVID-19), caused by a new coronavirus, is rapidly spreading over the world. As of April 9, 2020, it had infected over 1,436,000 persons in over 200 nations and territories. 
1.2 FUTURE FORECASTING:

        Forecasting is the practice of creating future predictions based on past and present data, most typically using trend analysis. 

A common example would be the estimate of some variable of interest at some future date. Prediction is a similar but broader phrase. Both terms can relate to formal statistical approaches that use time series, cross-sectional, or longitudinal data, as well as less formal judgmental procedures. In hydrology, for example, the phrases "forecast" and "forecasting" are frequently reserved for estimates of values at specific future periods, but the term "prediction" is used for more general predictions, such as the number of times floods will occur over a lengthy period. 

Forecasting and prediction rely heavily on risk and uncertainty; it is usually regarded good practice to highlight the degree of uncertainty attached to projections. In any event, the data must be current if the forecast is to be as precise as feasible. In certain circumstances, the data needed to forecast the variable of interest is predicted itself.  

1.3 SUPERVISED MACHINE LEARNING:

        The machine learning job of learning a function that translates an input to an output based on example input-output pairs is known as supervised learning. It derives a function from labeled training data, which consists of a collection of training samples. Each example in supervised learning is a pair consisting of an input item (usually a vector) and a desired output value (also called the supervisory signal). 

A supervised learning algorithm examines the training data and generates an inferred function that can be used to map fresh samples. In an ideal case, the algorithm will be able to accurately predict the class labels for unknown examples. This necessitates that the learning algorithm generalize from the training data to previously encountered scenarios in a "reasonable" manner. 

Concept learning is a term used to describe the parallel task in human and animal psychology.
2. LITERATURE REVIEW: 
2.1 USING EXISTING CELLULAR WIRELESS NETWORK FUNCTIONALITIES TO DETECT REGIONS AT RISK FOR COVID-19 SPREAD. In this research, Alaa A. R. Alsaeedy and Edwin K. P. Chong et al. suggest a novel technique for identifying places with high population density and mobility that are at risk of spreading COVID-19. 

Crowded areas with actively moving individuals (referred to as at-risk areas) are more likely to transmit the disease, especially if they contain asymptomatic infected persons alongside healthy ones. Methods: Our system detects at-risk areas by leveraging current cellular network features such as handover and cell (re)selection, which are utilized to provide smooth coverage for mobile end-user equipment (UE). We leverage pre-existing cellular-network functions to control end-user movement and assure smooth coverage. 

Because almost everyone owns a cellular mobile device (known as user equipment (UE)), these function as always-on human trackers. More particular, as the number and mobility of UEs increases, so does the number and mobility of individuals. According to a recent study, SARS-CoV-2 can survive in the air for up to three hours (as aerosols) after being exhaled by infected patients while speaking, coughing, or even breathing, whether symptomatic or not. 

We are especially concerned about the situation in which infectious persons are present in regions with a high density of continually moving people.
 2.2 USING MACHINE LEARNING TO QUANTIFY COVID-19 CONTENT IN THE ONLINE HEALTH OPINION WAR. A large quantity of possibly deadly COVID-19 disinformation is surfacing online, according to Richard f. Sear, Nicolas Velásquez et al. 

We apply machine learning to assess COVID-19 material among online opponents of conventional health advice, namely vaccines ("anti-vax"). We discovered that the anti-vax group is having a less concentrated argument about COVID-19 than the pro-vaccination ("pro-vax") community. The anti-vax community, on the other hand, demonstrates a greater range of "flavours" of COVID-19 issues, and so can appeal to a broader cross-section of those seeking COVID-19 counsel online, such as those skeptical of a mandated fast-tracked COVID-19 vaccination or those seeking alternative cures. 

As a result, the anti-vax movement appears to be in a better position to gain new supporters in the future than the pro-vax community. This is important because if a COVID-19 vaccine is not widely adopted, the globe will fall short of providing herd immunity, leaving countries vulnerable to future COVID-19 outbreaks. We present a mechanistic model that explains these findings and may aid in determining the potential success of intervention techniques. 

Our technique is scalable, addressing the pressing issue that social media platforms have in analyzing massive amounts of online health misinformation and deception. 
2.3 DEEP LEARNING WITH WEAK SUPERVISION FOR COVID-19 INFECTION DETECTION AND CLASSIFICATION FROM CT IMAGES.In this study, Shaopinghu, Yuangao, and colleagues offer Since late December 2019, Wuhan, China has been experiencing an outbreak of a new coronavirus illness (COVID-19), which has since spread globally. 

Although COVID-19 is an urgently treated condition, it can be lethal, with a mortality rate of 4.03% in China and 13.04% in Algeria and 12.67% in Italy (as of 8th April 2020). As a result of significant alveolar injury and gradual respiratory failure, the beginning of severe sickness may result in death. Although laboratory testing, such as reverse transcription polymerase chain reaction (RT-PCR), is the gold standard for clinical diagnosis, false negatives can occur. 

Furthermore, in a pandemic situation, a lack of RT-PCR testing resources may cause the ensuing clinical decision and treatment to be delayed. In such cases, chest CT imaging has shown to be an invaluable tool for both diagnosis and prognosis of COVID-19 patients. We propose a poorly supervised deep learning technique for identifying and categorizing COVID-19 infection from CT scans in this work. 

The suggested technique can reduce the need for manual labeling of CT images while still detecting infections and distinguishing COVID-19 patients from non-COVID-19 cases. 
2.4 COVID-19 RISK ASSESSMENT BASED ON MULTISOURCE DATA FROM A GEOGRAPHICAL PERSPECTIVE.In this research, Yan Zhang, Yingbing L et al. argued that Corona Virus Disease 2019 (COVID-19) cases in Wuhan were eradicated, and the epidemic situation was mostly under control. 

Such public health infectious illness has a significant impact on the national economy. At the moment, several nations and regions throughout the world are still in epidemic mode, and it is critical to assess the infection situation and travel danger in the region. 

To assess the surrounding circumstances on a reasonably fine scale, and then reasonable zoning decisions to support the restoration of production and activity. In this study, indications for assessing the COVID-19 outbreak were created utilizing data from many sources. The GeoDetector model and the decision tree model were used to compute an evaluation of 736 fine-grained grids. 

The study discovered that the risk level was substantially greater in older areas than in modern communities; population density was the most important factor of infection.
2.5 A HYBRID COVID-19 DETECTION MODEL BASED ON AN IMPROVED MARINE PREDATORS ALGORITHM AND A DIVERSITY REDUCTION STRATEGY BASED ON RANKING.Many nations are challenged by the medical resources necessary for COVID-19 detection, as proposed by Mohamed Abdel-Basset, Reda Mohamed, and colleagues in this study, necessitating the creation of a low-cost, quick method to detect and diagnose the virus efficiently for a large number of tests. 

Although a chest X-Ray scan is a valuable candidate tool, the pictures produced by the scans must be precisely and rapidly examined if a significant number of tests are to be processed. COVID-19 induces bilateral pulmonary parenchymal ground-glass and consolidative pulmonary opacities, with a rounded shape and a peripheral lung distribution in certain cases. The goal of this study is to quickly extract from chest X-Ray pictures comparable tiny areas that may have COVID-19 diagnostic traits. 

As a result, this research offers a hybrid COVID-19 detection model for X-Ray picture segmentation based on an enhanced marine predators algorithm (IMPA). The ranking-based diversity reduction (RDR) technique is utilized to improve the IMPA's performance and achieve better results in less iteration. 
3. EXISTING SYSTEM: 
       COVID 19 is now seen as a possible hazard to mankind. In this work, four conventional prediction models were utilized to predict COVID-19 hazardous elements, including linear regression (left to right), at least complete summary, and choose operator, Support Vector Machine (SVM). Predictions are produced based on each of the models, such as the number of new infections, fatalities, and recurrences during the following 10 days. 
The study's findings provide a promising mechanism for using these approaches in the current setting of COVID 19 infection. Predictions are produced based on each of the models, such as the number of new infections, fatalities, and recurrences during the following 10 days. The study's findings provide a promising mechanism for using these approaches in the current setting of COVID 19 infection. 

COVID-19 does not appear to have a serious impact on children; several paediatric wards have been focused on the urgency of COVID-19-related concerns. As a result, many other acute and chronic disorders, particularly those that are infrequent, may receive insufficient care. This lack of interest can lead to serious complications or even death, especially in children. 
4.PROPOSED SYSTEM: 
         Machine learning approaches were effective for prediction because they automatically extracted important characteristics from training samples, used activation from the previous time step as input for the current time step, and used network self-connections. According to the results of the model analysis, we believe that the early stage emergency intervention actions, such as blocking, restricting the flow of people, and enhancing assistance, had a critical restraining influence on the original expansion of the epidemic. 

Continued investment in diverse medical resources to guarantee that suspected patients may be identified and treated in a timely way is a very successful preventative and treatment technique. The AI calculation LR, LASSO, SVM, ES, LSTM every one of these calculation are utilized and the best calculation are arranged in the r-squared blunder and the changed r-squared mistake. 
4.1.DATA:

       The data contains the total number of confirmed cases, total number of fatalities, total number of newly confirmed cases, and total number of healed patients per province. We also utilized data on recent diagnoses in South Korea, Iran, and Italy, which contains data from official announcements from various nations. All data is from the daily case report, and the data is updated once every day.These data are taken from online repository such as Kaggle,ufc,etc..

4.2.ESTIMATION PROCESS:

         The Basic reproduction number varies substantially between control stages and has a direct impact on control intensity. Furthermore, the virus's incubation time has a direct impact on the virus's transmission pace. These two parameters must be calculated. According to current research, unrestrained Basic reproduction. As a result, we selected the valuation range in the appropriate range. The value range for the regulated Basic reproduction number was chosen to be [0, 1.5]. 
4.3 DATA-DRIVEN METHODS TO PREDICT COVID-19: 
         The data was used (when the first incidence of COVID-19 was reported in India), with 80% of the data used for training and the remaining 20% for predicting and validation. 

The resultant figure depicts the total number of confirmed cases, the observed data is the data used for training, the official data (green line) is the official data available, and the predicted data represents the total number of confirmed cases forecast. According to this graph, the predicted number of total verified positive cases roughly matches the existing official data. 
4.4.DATA PRE PROCESSING: 
         Data preprocessing is a technique for converting raw data into a clean data collection. The dataset is frequently inadequate, inconsistent, and/or deficient in specific behaviors or patterns, and it is rife with mistakes. Data preparation is a tried-and-true way for dealing with such problems. 
4.5.PREDICTION OF ACCURACY: This approach is appropriate for use with predicting neural networks or characteristic data such as infection event or non-event binomial effects. The forecast accuracy of different metrics may be utilized for a variety of applications. They include the rate at which normal (unpredicted forecast accurately predicts sensitivity (non-infectious disease), accuracy (expected percentage of predicted trend), positive predictive value, negative predictive value (correctly predicted infection rate is), and the ratio. 

Expected forecasts are a measure of the chance that the growth in the whole process surpasses the individual's accuracy).
4.6 CLASSIFICATION: 
      For each data set point, the classification approach predicts the target class. A risk factor can be connected with patients using the classification strategy by studying their illness patterns.
5.ALGORITHM:

5.1.LINEAR REGRESSION(LR):

             Linear regression analysis is used to predict the value of a variable based on the value of another variable. The variable you want to predict is called the dependent variable. The variable you are using to predict the other variable's value is called the independent variable.It is commonly used for predictive analysis and Modelling. Linear regression algorithm shows a linear relationship between a dependent (y) and one or more independent (y) variables, hence called as linear regression. Since linear regression shows the linear relationship, which means it finds how the value of the dependent variable is changing according to the value of the independent variable.

The linear regression model provides a sloped straight line representing the relationship between the variables. Consider the below image:
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               Figure 1
Linear Regression is Mathematically represented as,

Y= a0+a1X+ ε

Here,
Y= Dependent Variable (Target Variable)
X= Independent Variable (predictor Variable)
a0= intercept of the line (Gives an additional degree of freedom)
a1 = Linear regression coefficient (scale factor to each input value).
ε = random error

MSE can be calculated as:
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Where,
N=Total number of observation
Yi = Actual value
(a1xi+a0)= Predicted value.

R-Squared value can be calculated as,

 R-Squared=Explained Variation/Total Variation.
5.2.Least Absolute Shrinkage and Selection Operator(LASSO):

           Lasso regression is a regularization technique. It is used over regression methods for a more accurate prediction. This model uses shrinkage. Shrinkage is where data values are shrunk towards a central point as the mean. The lasso procedure encourages simple, sparse models (i.e. models with fewer parameters). This particular type of regression is well-suited for models showing high levels of multicollinearity or when you want to automate certain parts of model selection, like variable selection/parameter elimination.

Mathematical equation of Lasso Regression:

Residual Sum of Squares + λ * (Sum of the absolute value of the magnitude of coefficients)

Where,

1. λ denotes the amount of shrinkage.

2. λ = 0 implies all features are considered and it is equivalent to the linear regression where only the residual sum of squares is considered to build a predictive model

3. λ = ∞ implies no feature is considered i.e, as λ closes to infinity it eliminates more and more features

4. The bias increases with increase in λ

5. variance increases with decrease in λ

5.3.SUPPORT VECTOR MACHINE(SVM):

1. Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is used for Classification as well as Regression problems. However, primarily, it is used for Classification problems in Machine Learning.

2. The goal of the SVM algorithm is to create the best line or decision boundary that can segregate n-dimensional space into classes so that we can easily put the new data point in the correct category in the future. This best decision boundary is called a hyperplane.

3. SVM chooses the extreme points/vectors that help in creating the hyperplane. These extreme cases are called as support vectors, and hence algorithm is termed as Support Vector Machine. Consider the below diagram in which there are two different categories that are classified using a decision boundary or hyperplane.
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5.4. Exponential Smoothing (ES):

Exponential smoothing was first suggested in the statistical literature without reference to previous work by Robert Goodell Brown in 1956 and then expanded by Charles C. Holt in 1957. Exponential smoothing is a broadly accurate principle for smoothing time series data using the exponential window function. The controlling input of the exponential smoothing calculation is defined as the smoothing factor or the smoothing constant.
It is an easily learned and easily applied method for making some determination based on prior assumptions by the user, such as seasonality. Exponential smoothing is generally used for the analysis of time-series data.
Exponential Smoothing Formula:

The simplest form of an exponential smoothing formula is given by:

st = αxt+(1 – α)st-1= st-1+ α(xt – st-1)

Here,

st = smoothed statistic, it is the simple weighted average of current observation xt
st-1 = previous smoothed statistic

α = smoothing factor of data; 0 < α < 1

t = time period

If the value of the smoothing factor is larger, then the level of smoothing will reduce. Value of α close to 1 has less of a smoothing effect and give greater weight to recent changes in the data, while the value of α closer to zero has a greater smoothing effect and are less responsive to recent changes.

There is no official accurate procedure for choosing α. The statistician’s judgment is used to choose an appropriate factor sometimes. Otherwise, a statistical technique may be used to optimize the value of α. For example, the method of least squares can be used to determine the value of α for which the sum of the quantities is minimized.

Exponential Smoothing Forecasting:

Exponential smoothing is generally used to make short term forecasts, but longer-term forecasts using this technique can be quite unreliable. More recent observations given larger weights by exponential smoothing methods, and the weights decrease exponentially as the observations become more distant. When the parameters describing the time series are changing slowly over time, then these methods are most effective.
Exponential Smoothing Methods:

There are three main methods to estimate exponential smoothing. They are:

· Simple or single exponential smoothing

· Double exponential smoothing

· Triple exponential smoothing
6. RESULT ANALYSIS: 
       To develop a structure for the future deciding of the amount of cases impacted by COVID-19 using AI procedures. The dataset used for the assessment contains information about the step by step reports of the amount of as of late tainted cases, the amount of recoveries, and the amount of passings in light of COVID-19 all throughout the planet. 

As the death rate and avowed cases are extending bit by bit which is an upsetting situation for the world. The amount of people who can be affected by the COVID-19 pandemic in different countries of the world isn't prominent. This assessment is an undertaking to calculate the amount of people that can be affected similarly as new sullied cases and passing's including the amount of expected recoveries for the impending 10 days. 

Four AI models LR, LASSO, SVM and ES have been used to predict the amount of as of late debased cases, the amount of passings, and the amount of recuperations. The plots of asserted cases, passing's, and recoveries on the underlying four sheets followed by the plot of certifiable situation amassed from the genuine data reports of the analyzing season of the assessment in the fifth sheet.
	Algorithm
	LR
	LASSO
	SVM
	ES

	Accuracy
	82
	78
	53
	96


Table 1
The results in the charts shows that the Exponential Smoothing algorithm provides more accuracy than the other ML methods.
7.CONCLUSION:

      A data-driven forecasting/estimation strategy was utilized to anticipate the likely number of COVID-19 positive cases in India during the following 30 days. Using and curve fitting, the number of recovered cases LR LASSO, SVM, ES daily positive cases, and died cases was also estimated. 

The effect of preventative measures such as social isolation and lockdown has also been demonstrated, indicating that these preventive measures can considerably minimize the transmission of the infection. Although this method frequently requires sufficient data to support it, in the early stages of epidemic transmission, this method can still be used to more accurately predict the indicators of epidemic transmission in the short term, so that intervention control can be provided at all levels of departments and policy implementation can provide short-term emergency prevention programmes. For various factors and in different places, the forecast results of three distinct mathematical models differ. 

In general, the Exponential Smoothing may have the best fitting effect among the four models. 
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