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Abstract: With the rapid growth of global maritime traffic, effective ship detection from satellite 

and aerial images has become essential for applications in maritime security, disaster response, 

and environmental monitoring. Traditional ship detection methods struggle with the challenges 

posed by the vastness, complexity, and dynamic nature of oceanic environments. To address 

these challenges, we propose a highly efficient model that combines the power of CNN with the 

RPN for fast and accurate ship detection. This study introduces a novel approach for real-time 

ship object detection in RSI images using the Faster R-CNN.   

The proposed model is optimized for real-time processing, ensuring the rapid detection of ships 

even in large-scale satellite imagery. By utilizing a comprehensive dataset of high-resolution RSI 

images, the system is trained to recognize ships under varying conditions, including different 

angles, lighting, and sea states. The Faster R-CNN model demonstrates superior performance, 

offering both high detection accuracy and fast inference times, making it suitable for deployment 

in real-world maritime surveillance systems. The proposed approach outperformed more 

conventional R-CNN models in terms of accuracy (99.25 percent for ResNet-50) in experiments 

conducted on the ship object benchmark dataset.  

Keywords: Object detection, ship detection, remote sensing image, region based CNN, region proposal 

network, faster region, aerial image and high resolution image. 

I. INTRODUCTION 

 The detection and categorization of ships in RSI images is of critical significance for maritime 

security as well as other applications, such as the monitoring of marine pollution, the 

surveillance of traffic, and the prevention against illicit fishing [1]. The automated detection and 

categorization of ships from RSI images is becoming an increasingly important application in 

mailto:varaluckky.2@gmail.com
mailto:rajapriya0929@gmail.com
mailto:arunr.cbe@gmail.com
mailto:gayukarthick25@gmail.com


both the military and civilian sectors as the volume of satellite image data continues to balloon. 

In spite of this, the detecting systems are confronted with the demand of virtually real-time 

reaction capacity as well as the need to handle vast volumes of data that are being received [2]. 

These standard methods are often only useful for ordinary imagine analysis, and they are not 

suitable for the task of ship recognition and classification in remote sensing images, which 

frequently are comprised of enormous amounts of data and a great deal of background noise. 

However, several significant research have been conducted in this subject. As far as accuracy, 

performance, and complexity are concerned, the majority of standard procedures are problematic 

[3]. 

The use of deep learning has become more promising in recent years across a wide range of real-

world domains. Several areas have reported state-of-the-art performance, including text 

processing, visual object identification, and audio recognition [4]. It is arguable that the 

network's capacity to learn is one of the main reasons why pattern recognition applications have 

been so successful recently. Final classification accuracy may be greatly enhanced by scaling up 

deep learning in terms of either the amount of training instances or the number of model 

parameters, or both [5]. Consequently, GPUs are a recent breakthrough that allows for the 

practical training of deep networks with modest sizes. It has been recognized since the beginning 

of ship detection and classification that building an accurate detection and classification system 

only by hand is nearly difficult due to the richness and variety of image data. Because ships are 

not widely dispersed at sea, remote sensing images only show little portions of ship targets [6]. 

The following is the sequence in which the reminder of this work is structured. In the second 

section, an overview of the related work that pertains to ship object detection research in remote 

sensing image is provided. In the third section, the processing of ship candidates extraction is 

described; and our proposed CNN model for ship detection is explained. In the forth section, 

tests and analysis of ship object detection results are demonstrated. Finally, the section 6 is 

provided conclusion and future enhancement of the paper. 

II. LITERATURE SURVEY 

There are a number of benefits associated with RSI images, the most notable of which is that 

they have a relatively low impact on the weather and the passage of time. Additionally, ship 



recognition in RSI images has been thoroughly researched [7]. A constant false-alarm rate 

(CFAR) detector with a specific RSI image background distribution, such as Gauss distribution, 

k distribution, Gamma distribution, or any other combination, is the foundation of the majority of 

ship recognition algorithms. These algorithms are generally used to identify vessels. Ship 

detection methods in polar metric RSI images were the subject of a brief review that Han and 

Chong [8] conducted.  

Using RADARSAT photos captured in a variety of modes, Greidanus et al. [9] conducted a 

benchmark test to evaluate the performance of eight different ship detection systems that were 

based on space-borne devices. However, there are certain restrictions associated with ship 

detection based on RSI. To begin, the revisit cycle is quite lengthy due to the restricted number 

of SAR satellites, and it is not capable of meeting the requirements of employing real-time ship 

surveillance. A second issue is that the resolution of the majority of satellite SAR images is 

sometimes insufficient to extract specific information about ships [10]. 

There was a significant amount of research conducted on classical approaches for the 

identification and classification of ships using optical imagery. While Chen and Wang [12] 

utilized Dynamic Bayesian Network to classify various types of ships, Zhu and Antelo et al. [11] 

extracted manually designed features from images such as shapes, textures, and physical 

properties. However, they were unable to overcome the variability of the images and the 

problems associated with large volumes. An autoencoder-based deep neural network that was 

merged with an extreme learning machine was recently developed [13], and it surpassed certain 

other approaches in terms of detection accuracy. This breakthrough came about as a result of the 

introduction of deep learning architectures. 

While keeping the same level of accuracy performance, Huang et al. [14] have introduced their 

random forest method, which allows for a quicker training pace in comparison to the 

conventional approach. SR-Hough is a unique approach that was introduced by Yokoya and 

Iwasaki [15]. This method is dependent on sparse representation and Hough voting. Within the 

remote sensing pictures, this technique is primarily concerned with locating occurrences of a 

certain object or a class of objects. A study that was given by Prasad and colleagues in [16] 

investigates a variety of difficulties that are encountered in maritime surveillance. These 



difficulties include opacity, differences in orientation and size, a plurality of object 

classifications, and changes in weather. In addition, Yu et al. [17] presented a machine learning 

strategy that makes use of a context-driven Bayesian saliency model in order to identify items 

that are tiny and dim in a Forward Looking Infrared (FLIR) image. 

III. PROPOSED SHIP OBJECT DETECTION MODEL  

An advanced region-based CNN series, more particularly the Faster Region-CNN algorithm, 

serves as the foundation for the ship target recognition model that is presented in this study. 

Figure 1 illustrates how successful the Faster R-CNN algorithm is at recognizing small-scale 

ship targets, despite the fact that it offers a sufficient detection speed and accuracy for the 

majority of objects. It is possible for the Faster R-CNN-based model to detect tiny objects like 

ships in an efficient manner. In order to construct the model, the following stages are included: 

 Dataset Collection 

 Backbone network (Pre-trained Model) 

 Region Proposal Network 

 Align Region of Interest 

 Class Label and bounding box Generation 

 

Fig. 1 Architecture of proposed ship object detection model 

3.1. Collecting the Dataset 

Within the scope of this study, the experiment is carried out on the ship images that were 

obtained from a satellite images dataset that was compiled by the Kaggle platform [18]. The 

surface of the world is depicted in these images, which also include highways, farming, houses, 

and other items. These satellite images of San Pedro Bay and San Francisco Bay, both of which 
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are situated in the districts of California, were taken by PlanetScope. There are two unique 

classes, "ship" and "non-ship," each of which comprises four thousand RGB images with a pixel 

resolution of 80 by 80. The total number of images that belong to each of the classes (Ship and 

Nonship) and sample images is shown in Figure 2 and Table 1. It is necessary for images that 

feature a ship to depict the ship in its entirety. There is a possibility that ships are positioned in a 

different direction and have varying sizes. Additionally, it is likely that they are emitting 

atmospheric noises. 

Table 1 Dataset distribution of Ship Object 

S. No. Dataset 

Type 

No. of  

Images 

Training 

Images 

Testing 

Images 

1. Ship  3000 2700 300 

2. No Ship 3000 2700 300 

 

 

Fig. 2 Sample Ship Object Dataset  

3.2. Backbone Network 

The architecture incorporates a powerful feature extraction backbone like ResNet-50, fine-tuned 

specifically for ship detection in RSI images. The backbone extracts multi-scale features, 

enabling the detection of ships of varying sizes, from small fishing boats to large container ships. 

The pre-trained weights from large-scale datasets such as ImageNet are adapted to the task, 

significantly improving convergence rates and detection performance. The features that 

distinguish ships from the surrounding water, such as sharp edges, distinct shapes, and unique 

textures, are emphasized through deeper convolutional layers. 



3.3. Region Proposal Network 

The RPN generates region proposals, which are potential areas of interest where ships might be 

located. The predefined anchor boxes are configured with diverse scales and aspect ratios to 

accommodate the varying dimensions of ships in remote sensing images. Each anchor box is 

assigned an objectness score, reflecting the likelihood of containing a ship. Low-score anchors 

are discarded to reduce computational overhead. The positions and dimensions of anchor boxes 

are fine-tuned to better align with the actual ship boundaries, ensuring precise localization. To 

minimize false positives, particularly in challenging background regions like water, sandbanks, 

or wave patterns, the RPN is trained to distinguish between ships and non-ship regions using 

hard negative samples. 

3.4. RoI Align 

The Region of Interest (ROI) Pooling module transforms the variable-sized region proposals into 

fixed-size feature maps, enabling consistent processing. Each RoI is classified into one of two 

categories—"Ship" or "Background"—with confidence scores.  

3.5. Bounding Box Generation 

A regression layer adjusts the coordinates of the detected regions, enhancing the accuracy of ship 

localization. If the application requires ship categorization (e.g., cargo, fishing, military), the 

classification layer is extended to include multiple ship types. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The purpose of this part is to conduct an analysis of the performance and efficacy of RSI ship 

object identification using the Faster R-CNN model. In the beginning, we showed the benchmark 

datasets for RSI ship object detection. After that, we examined the performance of Faster R-

CNN, and lastly, we gave the experimental results for the proposed Faster R-CNN. The Python 

and Anaconda integrated development environment (IDE) technologies were utilized in the 

development of the suggested model. 

4.1. Performance Metrics 

We have utilized four conventional performance measures in order to evaluate the performance 

of a proposed model. These metrics are the Accuarcy, Average Precision (AP), the Precision-

Recall Curve (PRC), and the Intersection of Union (IoU). The precision may be evaluated by 



dividing the total number of samples in a class by the number of objects that were correctly 

identified.  Equation (1) may be used to demonstrate the precision value of the class c, Pc. In this 

equation, tc represents the total number of objects in class c that have been correctly identified, 

and nc represents the total number of samples in class c.  

      PC =
tc

nc
      (1) 

One method for determining the recall is to divide the total number of relevant samples in the 

associated class by the number of objects that were correctly identified. Rc is the recall value of 

the class, and it is represented by equation (2). In this equation, tc represents the total number of 

object samples that have been correctly recognized in class c, and kc represents the number of 

samples that have been identified as representative of class c. 

     RC =
tc

kc
      (2) 

As a result, a larger AP indicates a better performance. The AP is calculated by calculating the 

average value of the accuracy across the interval from Pc = 0 to Rc = 1, which is also known as 

the area under the PRC. According to the IoU, which is a typical evaluation metric, the accuracy 

of object identification and the overlap rate of the predicted bounding box (Bp) and ground truth 

(Bgt) generated by the model are both evaluated.  

     𝐼𝑜𝑈 =
𝐵𝑝∩𝐵𝑔𝑡

𝐵𝑝∪𝐵𝑔𝑡
≥ 𝑎0    (3) 

4.2. Result and Discussions 

 

For the purpose of evaluating the proposed approach, a Faster Region-CNN model was trained 

using the PlanetScope ship target object identification dataset. In order to train and carry out all 

of the tests, a personal computer equipped with Intel® i7 processors operating at 3.40 GHz and 

16 GB of RAM was utilized. We have trained the network for 50 epochs using a learning rate of 

0.0001 and Adam optimizer. The backbone of the feature extraction network that we have used 

is ResNet-50. Figure 3 illustrates the training, validation accuracy, and loss of any ship object 

identification model that may have been used. 



 

Fig. 3 Training, Validation accuracy and loss of ship object detection  

In a similar manner, we have used the three characteristics of AP, AP50, and AP75 to evaluate 

the object identification capabilities of various models. IoU thresholds ranging from 0.50 to 0.95 

are represented by the AP in this context. A threshold of 0.50 for the IoU is represented by the 

AP50, while a threshold of 0.75 for the IoU is represented by the AP75.  On display in Figure 4 

is an example depiction of the detection of ship objects through the utilization of area proposal 

networks. 

 

Fig. 4 Sample Ship Object Visualization Results 

The Faster R-CNN model that we suggested was successful in detecting the ship object in remote 

sensing images with more accuracy and efficiency than existing object detection models. Based 

on the findings shown in Table 2 and Figure 6, we were able to determine that the proposed 

Faster R-CNN model is capable of accurately identifying ship objects in remote sensing images. 



Figure 5 illustrates the outcome of application of the Faster R-CNN model to the detection of 

ship objects in RSI images. 

Table 2 Performance Analysis of ship object detection 

S. No. Model Acc. Prec. Rec. 

1. R-CNN 89.15 88.90 89.1 

2. Fast R-CNN 93.45 93.15 93.40 

3. Faster R-CNN 99.25 99.18 99.20 

 

Fig. 5 Sample Ship Object Detection Prediction Results 



 

Fig. 6 Test result of ship object detection 

V. CONCLUSION 

In this research, the proposed Faster R-CNN-based ship detection model demonstrates significant 

advancements in addressing the challenges of real-time ship detection in satellite and aerial 

imagery. By leveraging the strengths of CNN and RPN, the model achieves remarkable accuracy 

and speed, making it a highly effective solution for maritime security, disaster response, and 

environmental monitoring applications. Its ability to adapt to varying conditions and large-scale 

datasets further underscores its suitability for real-world deployment.  The superior performance 

metrics, including a detection accuracy of 99.25% with ResNet-50, validate the model's potential 

to set new benchmarks in remote sensing and maritime surveillance systems, offering a robust 

and scalable tool for global maritime operations. 
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